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ABSTRACT

In this paper, a compression algorithm is introduced which
allows the efficient storage and transmission of stereo im-
ages. The coder uses a block-based disparity estimation/
compensation technique to decorrelate the image pair. To
code both images progressively, we have adapted the well-
known SPIHT coder to stereo images. The results pre-
sented in this paper are better than any other results pub-
lished so far.
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1. INTRODUCTION

The advantage of stereo images over mono images is, that
they make available all the information the human vision
system needs. One image for each eye from two differ-
ent perspectives. The human brain extracts from these two
images the depth information. Current display devices ig-
nore this fact, since they are only capable of displaying
mono images. As soon as more sophisticated autostereo-
scopic devices become available, stereo images will be-
come much more popular. Unfortunately, the amount of
data, which is necessary to store these stereo images, is
twice as much as for normal images. To avoid this, com-
pression has to be used.

One of the first researchers who worked on this topic
of stereo image compression was Perkins [1, 2]. Newer re-
sults come from Moellenhoff [3] und Woo [4, 5]. Since all
these approaches use the old JPEG algorithm [6], which is
based on the Discrete Cosine-Transform (DCT), block ar-
tifacts appear in the reconstructed image at low bit rates.
These block artifacts are unwanted by the viewer, because
they affect the subjective quality as well as the depth per-
ception. Current approaches, which use non-linear filter
banks [7] or wavelet filter banks [8, 9], have not got this
drawback.

In this paper, we present a coding scheme which is
also based on the Discrete Wavelet Transform (DWT). But
in contrast to the algorithms presented in [7, 9], our cod-
ing algorithm exploits the redundancy of the stereo image
much more efficiently. And on top of that, it allows pro-
gressive transmission.

2. ALGORITHM

The flow chart of our coder is shown in Figure1. At first,
the right image is estimated from the left image. This step
is called disparity estimation/compensation (DS). After the
substraction, the left image and the right error image are
transformed. Finally, these images are coded.

Disparity Estimation and Compensation

Stereo images are highly correlated. As you can see for
instance in Fig.3, the left and the right image differ only
slightly. To take advantage of this fact, the right image is
divided into blocks of the same size and the disparity is es-
timated by using a simple full-search block matching algo-
rithm, i. e. the algorithm checks all blocks in the search ra-
dius and returns the displacement vector (disparity vector)
of the block which has the smallest error energy. The result
is a field of disparity vectors as shown in Fig.2, whereby
the length of the disparity vector is inversely proportional
to the distance of the object from the camera.

If the setup of the camera taking the stereo image
fulfils the parallel axes geometry [2], the search space is
reduced considerably. Instead ofMS × NS comparison
operations, whereMS is the number of rows andNS the
number of columns of the search square, onlyNS/2 com-
parison operations are necessary. All vectors point to one
direction. Only the length of the disparity vectors is differ-
ent. Since the calculation of the error energy is quite time
consuming, the reduction of the search space speeds up the
search algorithm significantly.

The disparity vector field is used to compensate the
disparity of both images. The disparity compensated left
image is subtracted from the right image. The result of this
stage (see Fig.1) is the left image, the error image and the
disparity vector field.

The disparity compensated left image and the error
image are shown in Fig.4. Errors are visible at object
boundaries as well as on edges.

DWT

The 2-dimensional Discrete Wavelet Transform (2d-DWT)
is applied to the left image and the error image. This trans-
form is preferred, because unlike the DCT there are no
block artifacts for high quantization factors. The image
is extended symmetrically before it is transformed. The
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Figure 1. Flow chart of a common stereo coder.

Figure 2. Disparity vector field for blocks of size16 × 16.

transform uses the biorthogonal 9/7-wavelet filters imple-
mented in the SPIHT coder [11] or the lossy mode of the
new JPEG2000 standard[12].

Coding

The disparity vector field has to be coded losslessly. This
is done by a DPCM coder. The size of the compressed
disparity vector field is especially critical at low bit rates.
At high bit rates, it becomes less important.

The previous transform stage makes the job of the
following coding stage much easier (see Fig.1). The en-
ergy of the 2d-DWT-transformed images is concentrated
mainly in the lowpass band and the upper subbands. Most
of the coefficients are either zero or very small. To code
both images, the SPIHT coder [11] was chosen, because
it is much more efficient than the zerotree coder devel-
oped by Shapiro [13] and has a similar performance as
the JPEG2000 coder [12]. Since the SPIHT coder works
only for mono images, it has to be adapted to stereo im-

ages here. Modifications are necessary to get a good peak
signal-to-noise ratio

PSNR = 10 · log10

2552

(DL + DR) /2
dB

for any bit rate, wherebyDL andDR are the reconstruction
error (mean square error) of the left image and the right
image respectively.

The coder by Shapiro [13] was the first coder for 2d-
DWT-transformed images which did not only achieve high
compression ratios but was also quite simple. In his pa-
per, he introduced the so-called zerotree which is a set of
related zeros coded by one ZT-symbol (see Fig.5.). As
stated in [13], it is based on the hypothesis that if a wavelet
coefficient is insignificant, i. e. its absolute value lies below
a certain thresholdT , then all wavelet coefficients of the
same orientation in the same spatial location at finer scales
are likely to be insignificant with respect to the threshold
T . Since this is very likely for a 2d-DWT-transformed im-
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Figure 3. Stereo image ,,Room”, Size:256 × 256.
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Figure 4. Disparity compensated image (left) and error image (right). Size of blocks:8 × 8 pixels.
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Figure 5. Example of zerotree (ZT). Size of 2d-DWT-transformed image:8 × 8 pixels, three decomposition levels.
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age, the number of symbols which has to be coded is re-
duced dramatically as long as the threshold is high.

Progressive coding is achieved by reducing the thresh-
old. This process is similar to describing a real number by
a limited number of bits. For example the real number

refinement bits significant bit

3,33  ≈  3,3125  =  0  0  0  1  1  0  1  0  1  . .   . . .

The first threshold isT1 = 16. The number becomes the
first time significant forT4 = 2. For thresholdT5 = 1
the reconstructed value is 3. By adding two more bits the
reconstructed value is3, 25. The reconstruction error be-
comes smaller with every bit.

Shapiro breaks up the bit plane into a dominant list
and a subordinate list. While the dominant list contains
the wavelet coefficients which have not been significant
yet, the subordinate list contains the wavelet coefficients
which have been significant already for previous thresh-
olds. The dominant list is coded using four symbols (ze-
rotree root, isolated zero, positive significant, negative sig-
nificant). These symbols are sent to the arithmetic coder
before the refinement symbols are coded by the arithmetic
coder.

A further development of the zerotree coder is the
SPIHT coder by Said and Pearlman [11]. This coder is
also based on the zerotree. It gets even better results than
Shapiro’s coder without getting more complex. It does not
use complex symbols any more, only binary numbers. So
if speed is a concern, arithmetic coding can be switched off
and only the binary symbols are stored. But yet the per-
formance of the SPIHT coder is still better than Shapiro’s
coder. If arithmetic coding is used, the bits are coded by
the arithmetic coder in groups of2 × 2.

In contrast to Shapiro’s algorithm, the tree roots start
in the lowpass band.

The SPIHT coder looks simplistically after the mod-
ification as follows:

1. Initialization: Start at the highest bit plane, i. e.n =
blog2(max(|W|))c, and initialize all lists.

2. Sorting Pass: Code the bits of the coefficients of
the current bit planen from the left image and the
right image in alternating order, which have not been
significant before this pass.

3. Refinement Pass:Code the bits of the coefficients
of the current bit planen from the left image and
the right image in alternating order, which have been
significant in previous passes.

4. Quantization-step update: decrementn by 1 and
go to step 2.

whereW is the 2d-DWT-transformed image. In contrast
to the 3d-SPIHT proprosed in [10], this stereo image coder
does not use the three-dimensional zerotree.

Due to the structure of the stereo image coder further
modifications are necessary. On account of the subtraction
operation (see Fig.1), the bits of the left image reduce the
distortion more than the bits of the right image. By shifting
the bit planes of the right image down by one, we take
advantage of this fact. This step is not only a simple step
but also an efficient one. It can be easily implemented.

3. RESULTS

To check the performance of our new coder, we use the test
stereo image ,,Room” of size256 × 256 shown in Fig.3.

Our results are shown for this stereo image in Fig.6.
If you look at this diagram, the overall improvement is
highly visible. The FSC published in [9] denoted by ,,Boul-
gouris’01” is the only algorithm which comes close to the
results of our coder at low bit rates. But at high bit rates
they are all worse, not to mention the algorithm ESC [7]
denoted by ,,Boulgouris’00” and the algorithm by Woo [4]
denoted by ,,Woo’99”. One disadvantage of the FSC algo-
rithm is, that it is not suited for progressive transmission
because it uses feedback. The target bit rate on the de-
coder side has to be known by the encoder. We would like
to point out, that at high bit rates they are even worse than
the independent coding using no disparity compensation.

The effect of our adaptation step is also well visible.
Instead of a wavy curve (dotted curve), we get the solid
curve after the modification.

4. CONCLUSIONS

In this paper, we have introduced an SPIHT coder for stereo
images. To be able to apply this coder to stereo images, we
had to adapt it. Modifications were necessary to get a good
rate-distortion-ratio for any target bit rate. We showed that
our coder’s performance is much better than the best solu-
tion presented by other researchers so far.

To achieve higher compression ratios, methods like
interpolation or overlapped blocks may be implemented.
These improvements will be published in our next papers.
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