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ABSTRACT 

 
An algorithm for generating equivalent Poisson packet 
traffic based on empirical traffic data is presented in this 
paper. Two steps are required in order to produce 
equivalent Poisson packet traffic. Real traffic trace is 
analyzed in the first step. In the second step, a new 
equivalent synthetic Poisson traffic is generated in such a 
way that the first order statistical parameters remain 
unchanged. New packet inter-arrival time series are 
produced in a random manner using negative exponential 
probability distribution with a known mean. New packet 
size series are also produced in a random manner. 
However, due to specified minimum and maximum 
packet sizes, a truncated exponential probability 
distribution is applied. 
 
Keywords: Packet Traffic Generation, Poisson Model 
and Fitting onto Empirical Traffic Data.   
  
 

1. INTRODUCTION 
 
 
Analytical solutions for connection-oriented circuit-
switched voice networks, based on Poisson models, have 
been one of the most successful applications of 
mathematical techniques in this field [1]. This is possible 
because voice traffic spans long time scales and has the 
property of being relatively homogenous and predictable.  
 

Connectionless packet-oriented data traffic, found 
contemporary packet systems, on the other hand, is much 
more variable, since a typical multimedia application 
contains a mix of packets from various sources. Analysis 
of high-quality traffic measurements confirms the 
prevalence of long-range dependent features and scaling 
in traffic processes loading packet switching 
communications networks [2,3,4,5,6,7,8,9], where 
aggregation of traffic is really not successful in 
smoothing out traffic burstiness. 
 
Therefore, the applicability of traffic analysis based on 
mathematical tractability has been diminishing, as purely 
mathematical traffic sources cannot capture traffic 
characteristics in real packet networks to the extent that 
they would allow a detailed performance evaluation of 
the network. Consequently, the importance of computer 
simulations has been growing considerably, which poses 
different requirements for traffic source models [10,11]. 
 
Ideally, a suitable traffic source model should represent 
real traffic or capture essential characteristics of traffic 
that have a significant impact on network performance 
with only a small number of parameters (i.e. the 
parsimonious model), as well as facilitate the rapid 
generation of packets [8,9,12]. 
 
In contrast to connection-oriented circuit-switched voice 
networks, there seems to be  no so-called "universal 
laws" as regards homogenous systems, typical users and 
generic behaviour in connectionless-oriented packet-
switched data networks. However, recently, has analysis 
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suggested that in contrast to network edge traffic, highly 
aggregated core traffic slowly tends back to Poisson 
[13,14]. 
 
Therefore in the field of performance evaluation, packet 
traffic - the characteristics of which obey Poisson 
distributions – can still be used as a reference point [15].  
 
This paper is organized as follows: 

• the description of Poisson packet traffic 
generation based on empirical data  is presented 
in Section 2; 

• the process of fitting the exponential distribution 
onto empirical data is shown in Section 3;  

• Main implications and conclusions are 
summarised in Section 4. 

 
 

2. POISSON PACKET TRAFFIC GENERATION 
BASED ON EMPIRICAL DATA 

 
 
In packet networks, two random processes are used to 
define the traffic properties. These are the inter-arrival 
time series { }iT , where iT  denotes the i -th inter-arrival 
time between two successive packet arrivals, and the 
packet length sequence, { }iL , where iL  represents the 
length of the i -th packet [16]. Therefore, in order to 
produce packet traffic with Poisson-like characteristics 
based on first order statistical properties of empirical data 
(traffic), two steps are required. Thus, packet inter-arrival 
time and packet size series are produced. 
 
The starting point is the capture of real traffic traces. In 
this instance real traffic traces were collected with a 
Linux workstation with 100 Mbit/s Ethernet interface 
[15]. An additional special tool for the post processing of  
captured real traffic traces has been developed in Perl. 
Captured real traffic traces were then analysed, and 
Matlab routines were used for traffic trace analysis. 
Based on this information on empirical data, the 
equivalent Poisson packet traffic was generated. 
 
In the first step, the real traffic trace file is analysed. As a 
result the following parameters are retrieved: number of 
packets; average throughput; minimal, maximal and 
average packet size; average packet inter-arrival time, as 
well as the number of different destinations. In addition, 
a special filter vector is created for packet destination 
addresses (i.e. for performance evaluation of packet 
switches). The purpose of the destination vector is to 
enable the proper distribution of packets (generated in the 
second step) between the list of available destination 
addresses. The filter vector is used in combination with 
uniform random distribution in order to properly 
transform the original uniform distribution into a 

distribution which is in accordance with the distribution 
of destination addresses in the original real traffic trace. 
 
In the second step, a new equivalent Poisson packet 
traffic trace is generated in such a way that all the above 
measured first-order statistical parameters and the 
number of packets remain unchanged. New packet inter-
arrival times are produced in a random manner by using 
negative exponential probability distribution with a 
known mean. New packet sizes are also produced in a 
random manner. However, due to specified minimum and 
maximum packet size, a truncated exponential probability 
distribution is applied. Thus, statistical values for 
minimal, average, and maximal packet size are properly 
preserved. To select the destination address of a new 
packet, a uniform probability distribution is applied and 
then transformed by using the filter vector (generated in 
the first step). 
 
 

3. FITTING THE TRUNCATED EXPONENTIAL 
DISTRIBUTION ONTO EMPIRICAL DATA 

 
 
The lower limit of exponential distribution is zero, 
whereas there is no upper limit. This is adequate for 
packet inter-arrival time generation, but not adequate for 
packet size generation. 
 
 
2.1. Packet size generation 
 
 
In practice, packet size is always limited. The lower limit 
is represented by a packet header, which is present in 
every packet. The upper limit is usually defined by 
technical restrictions. Therefore, truncated exponential 
distribution has to be used. Its lower and upper limits are 
zero and one, respectively. The course of an exponential 
curve is defined by parameter a , while truncated 
exponential probability distribution is defined as: 
 
 

( ) e, e .
e 1

a
a x

a
af x a =

−
    (1) 

 
 
The truncated exponential probability distribution for 
different values of parameter a  is displayed in Figure 1. 
The average value of the function for a given value a  is 
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The problem in need of solution is how to generate 
random values that obey truncated exponential 
probability distribution for a given parameter a , as well 
as follow the precepts of random number generation.  
 

 

Figure 1: Truncated exponential probability 
distribution for different values of parameter a. 

 
 
Figure 1 reveals that the function ( )f x  is limited by the 
values (0)f  and (1)f . As to which value is greater, 
depends on the parameter a . If a uniform random 
generator is used for the generation of values ( )f x , and 
each x  is reversibly calculated from ( )f x , then x  has a 
truncated exponential probability distribution. Therefore 
the filter that enables the transformation of uniform 
random generation to truncated exponential random 
generation is defined as: 
 
 

( )1 e 1ln .
e

a

ax f x
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                     (3) 

 
 
Values ( )f x  are generated with a uniform random 
generator in the following way: 
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and 
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Defining a new value y  (e.g. the size of a newly 
generated packet), that lies between minimal and 
maximal value in such a way that the whole series Y  
obeys truncated exponential probability distribution is 
achieved in the following manner: first ( )f x  is defined. 
The value x  is then calculated from ( )f x ; it lies in the 
interval between 0 and 1. In the final step the 
transformation of x  is performed in order to obtain the 
desired interval for y : 
 
 

( )*min max min .y x= + −                     (7) 
 
 
In the event that parameter a  is 0, the x  values are 
directly generated using a uniform random generator: 
 
 

UniformReal[0,1].x =                         (8) 
 
 
In the execution of the above formulae, it is assumed that 
the appropriate value a  is known a priori. However, it 
depends on the desired average value (e.g. average 
packet size) of the sequence Y . The value a  is 
determined by iteration. The starting point is set at 0a = . 
This corresponds to a special case with uniform 
probability distribution between minimal and maximal 
values. In this case the average value of Y  lies in the 
middle, between those two extreme values. In the event 
that the desired average value of Y  lies above or below 
this mean, iteration is used. For desired average values 
below the mean, the parameter a  is increased. Each time 
a new average value is calculated by: 
 
 

1 1avrgGen min (max min) .
e 1aa

 = + − ⋅ − − 
      (9) 

 
 
Value a  is increased until avrgGen  is equal or lower 
than desired average value of Y . For desired average 
values above the mean, the parameter a  is decreased in a 
similar manner until avrgGen  is equal or higher than the 
desired average value of Y .  
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2.2. Packet inter-arrival time generation 
 
 
For packet inter-arrival time generation negative 
exponential distribution with a known mean is used.  
 
 

5. CONCLUSION 
 
 
With the rise of packet switching it was thought that 
modelling of connectionless-oriented packet-switched 
data traffic differs from conventional connection-oriented 
circuit-switched voice traffic in so many fundamental 
ways that the same concepts for traffic models would not 
be applicable.  
 
However, the latest analyses show that high-speed and 
highly-aggregated packet traffic in network core tends 
back to Poisson, which revives the use of classical 
Poisson concepts for traffic modelling.  
 
In network simulations and optimisation scenarios the 
application of equivalent Poisson traffic is reasonable, 
due to the fact that it offers mathematically well-defined 
and well-known conditions for simulations (at the price 
of reduced accuracy of traffic description).  
 
An algorithm for the generation of equivalent Poisson 
packet traffic is presented in this paper. Packet inter-
arrival time and packet size series with Poisson-like 
properties are produced. Empirical data is used as a basis.  
 
To conclude, although Poisson traffic model within 
packet systems doesn’t describe the most important 
properties of real traffic, in many simulation and network 
optimisation scenarios the application of equivalent 
Poisson packet traffic is very reasonable, due to the fact 
that it offers well-defined and well-known conditions for 
simulations. However, the best choice (when possible) is 
an application with a combination of both equivalent 
Poisson and empirical packet traffic.  
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