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ABSTRACT 
 
This paper gives an overview of the functions of the 

proxy servers in accessing multimedia objects over the 
Internet. The proxy servers use the cache replacement 
policies to select the cold objects to be removed from cache 
to release space. They use the object partitioning methods 
to divide each multimedia object into cacheable and 
non-cacheable parts. When the client bandwidth is 
insufficient to receive the original object, the proxy servers 
convert multimedia objects into objects of lower resolution 
in order to adapt to the client characteristics. When 
multiple proxy servers are present, they may work together 
in a cooperative manner to further enhance the cache 
efficiency or in a distributed manner to evenly spread the 
load. In summary, proxy servers become the centre of 
management with respect to the delivery of multimedia 
objects from web servers to clients over the Internet. 
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1. INTRODUCTION 

On the Internet, multimedia objects are stored in the 
content servers. The clients behind some proxy servers are 
usually located over a wide area network far from the 
content server. When clients access multimedia objects 
from a content server, the content server must have 
sufficient storage IO bandwidth to retrieve the required 
objects and allocate enough network resources to deliver 
the objects to the client [15]. Otherwise, it rejects the client. 
Thus, popular content server often becomes the bottleneck 
in delivering multimedia objects.  

 

Proxy servers are usually placed between the clients 
and the content servers to reduce latency in repeated access 
and provide firewall protections. They have the disk cache 
space, network bandwidth, and availability to cache part of 
the objects for clients, making them good candidates to 
solve the bottleneck problem. However, large multimedia 
objects are not cached or only partially cached in current 
proxy servers, resulting in low cache efficiency.  

 
At present, only a small percentage of Internet traffic 

delivers multimedia object. When fast optical networks are 
widely deployed, more clients would be able to access 
multimedia objects and more multimedia objects will be 
delivered on the Internet. Thus, the content servers will 
need to deliver objects to more clients. The contention 
problem at the content servers would become more severe. 
Therefore, proxy caches must be enhanced to alleviate the 
bottleneck problem on popular content servers.  

 
 
 
 
 
 

Figure 1. Delivery of multimedia contents over 
the Internet using proxy servers 
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This paper gives an overview of the functions of the 
proxy servers in accessing multimedia objects over the 
Internet. In the next section, the cache replacement policies 
being used in proxy servers are described. After that, the 
object partitioning methods to divide an multimedia object 
into cacheable and non-cacheable parts are described. Next, 
the methods that transcode high resolution objects into 
lower resolution objects are described. Then, we present 
the cooperative caching method that has been applied to 
cache objects on proxy servers. Afterwards, we describe a 
method to distribute proxy server load using a depot. Lastly, 
we present the summary of this paper. 

 

2. CACHE REPLACEMENT POLICIES 

The main contribution or responsibility of proxy 
servers to the clients is their cache content. The cache 
content depends on the cost function in the cache 
replacement policy that determines the cache performance. 
The cache replacement policy must be optimized to 
achieve the lowest capacity miss rates on the cache.  

 
In the literature, many cost functions have been 

proposed and studied for multimedia objects in a single 
proxy cache environment [1-3, 11, 17, 20, 22, 24, 26].  
Traditional cache replacement policies consider recency 
and frequency in the cost function of the cached objects to 
replace the coldest object from the cache. Xiang et. al. add 
the delays into the cost function [26]. Acharya et. al. add 
resolution size [1]. Paknikar et. al. add the object size and 
layer number [17]. Wu et. al. [24] and Aggarwal [2] 
increase the segment length when the position of a segment 
is far from the beginning of a video. This is advantageous 
when many users may stop playing the media after only a 
few initial blocks [2, 24]. Using these cost functions, either 
the cache hit rate or byte hit rate is optimized for each 
individual proxy server. In general, the cost function can be 
described in [3] as 
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where di is the latency to fetch an object i, ni is the number 
of references made to i since it has been brought into the 
cache, ti is the last reference time, si is the size of object i. 
r1, r2, r3, r4 are constants with default value r1=0.1 and 
r2=r3=r4=1. Objects with the smallest cache value will be 
deleted in order to release storage space for the new 
objects. 

 
Web prefetching obtains the web data that a client is 

expected to need on the basis of data about that client’s past 
surfing activity. It reduces access latency by actively 
preloading data for its clients. The prediction by partial 
match (PPM) model makes prefetching decisions by 

reviewing the URLs that similar clients have visited. The 
model structures these URLs in a Markov predictor tree.  

 
The standard PPM model builds a tree for every 

visited URL. A fixed threshold is used to limit the length of 
each prediction branch. In order to achieve accurate 
prediction on future requests, the tree being built needs to 
be very large and it takes up too much space.  

 
The longest repeating sequence (LRS) PPM reduces 

the size of the prediction tree by storing only long branches 
with frequently accessed URL predictors.  The tree size is 
reduced at the expense of lower prediction accuracy. 

 
The popularity-based (PB) PPM ranks URL’s relative 

popularity (RP) into four grades: 
• Grade 3, 10% < RP ≤ 100% 
• Grade 2, 1%< RP ≤ 10%  
• Grade 1, 0.1% < RP ≤ 1%  
• Grade 0, RP ≤ 0.1% 
It assigns long branches to popular URLs and shorter 

branches to less popular URLs [7]. Only frequently 
accessed paths are thus kept to reduce the storage 
requirement of the predictor tree. 

 
Although web prefetching can reduce the latency in 

accessing predictable objects, they may incur an overhead 
of extra traffic due to two reasons: First, the inaccurate 
prediction of web accesses. Second, the dynamic content 
may easily become stale and outdated after prefetching. 

 
Caching and web prefecthing at the proxy server 

reduce the number and latency of accesses for static 
contents from the web server. Further investigations will 
be needed to improve prediction accuracy and cache 
performance on dynamic web contents. The cache value of 
prefetched objects should also be defined differently from 
the cache value of the accessed objects to achieve optimal 
cache efficiency. 

 

3. OBJECT PARTITIONING 

If the local proxy server caches a part of the object, the 
local proxy will directly deliver the cached part and access 
the missing part from the content server. Although this is 
done in a transparent way to the client, the position and size 
of the cached part relative to the requested object’s origin 
and size affects the response time of new streams and the 
minimum network bandwidth needed to deliver the object.  

 
In the literature, three object partitioning methods, 

namely Leader, Staging, and Hotspot, have been proposed 
(Figure 2) and studied for individual proxy servers [9, 21, 
27].  
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Figure 2. Object partitioning methods 

 
Some research has been done on delivering QoS 

multimedia streaming by caching the leader (or front part) 
of the objects [18-19, 21]. In this method, each object is 
divided into a front part and a rear part. The front part is 
placed in the proxy cache that is the nearest to the client 
and the rear part is placed in other LAN proxy servers. This 
method allows more front parts to be cached close to 
clients and reduce start up latency. The rear part in other 
LAN proxy caches could reduce network traffic for 
repeated accesses from the same LAN. 

 
A hotspot of an object can provide a preview of the 

object. The size of a hotspot is only a fraction of the object 
size. It would be useful to provide previews of many 
objects from local proxy cache. Hotspot caching thus 
improves storage retrieval efficiency and scalability of a 
single proxy server [9]. The proxy server’s physical 
proximity to clients reduces the response time to a random 
seek for previewing a video.  

 
In video staging, the bursty portion of video above 

certain bandwidth to proxy server is cached in advance to 
reduce the necessary WAN bandwidth for usage [27].  
Heuristic algorithms are proposed to choose the videos to 
be staged according to the access probability of the video 
or the highest reduction in WAN bandwidth. 

 
Each of the above methods has its merits. The Leader 

methods reduce the start up delay in viewing an object. The 
staged part minimizes the amount of WAN bandwidth. The 
hotspot method quickly provides a logical preview prior to 
viewing the object.  

 
Current object partitioning methods only cater for the 

delivery of cached content to the local clients. When 
multiple proxy servers are present within a region, it would 
be helpful if each proxy server caches a different part of the 
object. The union of the cached contents in multiple proxy 
servers can thus form a bigger portion of the object and 
reduce the size of the missing parts that must be retrieved 
from the server. Further investigation is needed to optimize 
the object partitioning method for best cache efficiency.  

 

4. TRANSCODING FUNCTIONS 

There is much research on enhancing individual proxy 
servers for multimedia streaming [6, 10, 16, 26]. The use of 
proxy servers, as a virtual server between the server and the 
client, was proposed to manage server client connections, 
data delivery, and transcoding [1, 5, 16]. The proxy server 
becomes the center of control to handle the client 
bandwidth limitation, transcoding, and cache management.  

 
One of the main research issues on multimedia object 

streaming is the provision of QoS delivery. A multimedia 
stream is a group of periodic requests that are separated 
from each other with a fixed time interval. In order to 
support QoS delivery to the client, the network bandwidth 
at the client needs to be able to support the variable data 
rate of the object stream. Proxy servers are continuously 
connected to the Internet at high bandwidth links, but the 
clients may be connected only with a modem or mobile 
device. Thus, the proxy server transcodes objects into its 
lower resolution in order to reduce the object size and data 
rate requirements at the client. 
 

Transcoding is an irreversible process of adapting the 
spatial and temporal resolutions of objects (Figure 3) to 
that of the user specification, client limiations, and wireless 
device characteristics [4, 10, 12]. A transcoded objects 
cannot be converted into another object with a higher one 
in any resolutions. Thus, the transcoding needs to be 
chosen carefully to avoid repeatedly accessing the original 
object from the server. 

 

 
Figure 3. Transcoding is an irreversible process to reduce 
the object resolution. An object is filtered in one or more of 
the resolutions. 
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Figure 4. Cooperative proxy servers B and C help content 
server S in delivering documents to proxy A. 

 
After transcoding, the proxy server should cache the 

transcoded objects only. Otherwise, repeated transcoding 
can also erode the processing power of the proxy server. 
Since different clients at different network link capacity 
may access from the same server, the proxy server may 
need to cache different transcoded objects for different 
clients. Further investigation will be needed to selectively 
cache different transcoded objects in order to improve the 
overall cooperative cache performance. 

 

5. COOPERATIVE CACHING MECHANISMS 

The only found research work in cooperative caching 
of multimedia objects is an investigation of the Leader 
method in the hierarchical proxy server [18]. As there are 
no other works on caching multimedia objects in multiple 
proxy servers, we shall describe the caching web 
documents on cooperative proxy servers.  

 
When multiple proxy servers cooperate to serve client 

requests, they must have capabilities to exchange their 
cached contents. This cooperation mechanism may induce 
overhead that could erode its benefits. Thus, the 
cooperation mechanisms must be carefully designed to 
facilitate quality of service (QoS) retrievals from other 
proxy servers at minimal overhead.  

 
In the literature, three proxy cooperation mechanisms, 

namely hierarchical, directory-based, and hash-based, have 
been proposed (Figure 4) and investigated for Web 
documents [4, 8, 13-14, 18-19, 23, 25]. The cooperation 
mechanism involves some overhead that affects the cache 
performance significantly. 

 
The hierarchical approach builds a proxy tree with 

one parent proxy server above a number of child proxy 
servers [4, 18-19]. Each level of parent proxy keeps some 

contents that are commonly accessed by its child proxies. 
A proxy server forwards its cache misses through its 
parents and finally to the content server. A significant 
amount of extra cache space is needed in the parent proxies 
to store the commonly accessed cache contents. When the 
proxy tree is deep, the miss penalty (extra time in searching 
through the parent proxies) erodes the reduction in miss 
rate. 

 
The proxy servers in the directory-based approach 

exchange their directory contents with other cooperative 
proxy servers [4, 18-19]. The proxy servers thus need extra 
space to store the directory of other proxy caches and extra 
bandwidth to exchange the directory contents.  

 
In the hash-based approach, each document is 

assigned to one of the cooperative proxy servers [14, 23]. If 
a document is fetched, it is either cached in the assigned 
proxy server or not cached at all. Thus, this approach 
minimizes the amount of cache space and the message 
overheads, but it involves many false positive hits. 

 
Cooperative proxy caching has been shown to be 

positive for Web document retrieval. The investigations on 
Web documents is however limited to a regional level. It is 
expected that cooperative proxy caching becomes more 
appealing for streaming multimedia objects [23]. 

 
Individual proxy cache may not be large enough to 

cache several multimedia objects, but the aggregate size of 
multiple proxy servers can be large enough to cache many 
popular objects. Thus, cooperative caching can be used to 
enhance the cache performance on multimedia objects. 

 
Cooperative caching of multimedia objects will affect 

the local hit ratio and byte hit ratio of proxy caches. Each 
proxy server may decide the percentage of cache for its 
local clients and for the cooperative proxy servers. This 
percentage can be adjusted by tuning the cache 
replacement function. 

 

6. DISTRIBUTED PROXY SERVERS 

Another approach to use multiple proxy servers at a 
client is to add a depot between the client and the proxy 
servers [13]. This depot distributes and balances the load 
by scheduling the TCP sessions via proxy servers in a 
round-robin manner as shown in Figure 5. Two proxy 
servers with different access speeds were investigated in 
[13]. The performance of the proxy system falls in-between 
of two stand-alone proxy servers and is not optimal. 
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Figure 5. A depot between clients and proxy servers in 
distributed proxy servers. 

 

7. SUMMARY 

We have given a brief overview of the functions of 
multimedia proxy servers in this paper. Proxy servers are 
becoming the centre to manage the delivery of multimedia 
contents from servers to clients. Their involvement can 
increase or decrease dynamically according to the number 
of active clients. They cache parts of object that in a 
cooperative manner to minimize the number of streams at 
the servers. They adapt the object resolutions to the client 
and network characteristics. They cooperate with each 
other to reduce the load at the content servers and on the 
network.  
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