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ABSTRACT 
 

We can make optimum scheduling results using various 
methods that are proposed by many researchers.  However, it is 
very difficult to complete the processes on time without 
delaying the schedule.  There are two major causes that disturb 
the planned optimum schedules; they are (1)the variation of 
productive capacity, and (2)the variation of products’ quantities 
themselves.  In this paper, we deal with the former variation, or 
productive capacities, at flow-shops.  When production 
machines in a shop go out of order at flow-shops, we cannot 
continue to operate the productions and we have to stop the 
production line.  To the contrary, we can continue to operate 
the shops even if some workers absent themselves.  Of course, 
in this case, the production capacities become lower, because 
workers need to move from a machine to another to overcome 
the shortage of workers and some shops cannot be operated 
because of the worker shortage.  
We developed a new re-scheduling method based on Branch-
and-Bound method.  We proposed an equation for calculating 
the lower bound for our Branch-and-Bound method in a 
practical time.  Some evaluation experiments were done using 
practical data of real flow-shops.  We compared our results 
with those of another simple scheduling method, and we 
confirmed the total production time of our result is shorter than 
that of another method by 4%. 
 
Keywords: Flow-Shop Scheduling, Branch-And-Bound 
Method, Variation of Productive Capacity. 
 
 
 

1. INTRODUCTION 
 
There are two major causes that disturb the planned optimum 
schedules; they are (1)the variation of productive capacity, and 
(2)the variation of products’ quantities themselves.  In this 
paper, we will deal with the former variation, or productive 
capacities, at flow-shop works.  Various scheduling methods 
have been proposed by making stochastic models on uncertain 
factors, such as processing time and appointed date of 
delivery[1][2].  We can also deal with the variance of 
productive capacity, such as machine troubles and worker 
absence, by similar stochastic models.   This kind of stochastic 

model may be able to decrease the delays of scheduling against 
some variation of productive capacity.  For example, a 
scheduling method for a machining center was reported to 
minimize the total cost considering the occurrence of machine 
troubles[3].  As shown in this paper, stochastic models are 
useful for rather long time range scheduling.  However, these 
models are not effective for short time range scheduling, 
because we cannot absorb the delays within the short time.  For 
the short time range planning, some research results are 
reported based on heuristic approach [4]. 
 
In this paper, we will propose a flow-shop scheduling method 
dealing with variation of productive capacity.  In general, 
previous flow-shop scheduling methods were developed under 
the precondition that each shop can be operated independently.  
However, the shortage of the productive capacity break the 
precondition, and we cannot accept the independency of shop 
operations. 
 
In order to solve the above scheduling problem, we will 
introduce a new concept, or virtual work, that consumes 
machine time like normal works but has no load on machines.  
By introducing this idea, we developed a new re-scheduling 
method based on Branch-and-Bound method.  Some evaluation 
experiments are done using practical data of real flow-shop 
works.  We compared our results with those of another simple 
scheduling method, and we confirmed the total production time 
of our result is shorter than that of another method by 4%. 

 
2. FLOW-SHOP RE-SCHEDULING 

 
There are two major factors that decide the productive 
capacity; they are workers and machines.  In our research, we 
will focus on the workers and we will propose a re-scheduling 
method when a worker is absent unexpectedly.  

 
Let’s consider that one worker is necessary for each shop 
during the operation.  Therefore, when a worker is absent, one 
of the shops has to be idle.  Practically, workers should hop 
from a shop to another in order to continue the production at 
the flow-shop.  In other words, one of shops has to take a rest 
because of worker shortage at the same time.  In this condition, 
we want to re-schedule to minimize the total duration of 
productions at the flow-shops. 
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We will propose a new re-scheduling method under the above 
conditions. The problem that we want to solve is defined as 
follows. 
 
Preconditions 
1)  Single machine:  One machine is set in each shop. 
2)  No passing:  Each process is not allowed to pass other 

preceding process. 
3)  No interruption:  Operation cannot be interrupted after it 

started at a shop. 
4)  Starting time of each process:  Set-up processes at the 

second shop through the last one should be started later 
than the starting time at the first shop. 

5)  Parallel processing of set-up processes:  Each process 
consists of two sub-processes, one is a set-up process and 
the other is an actual main net process.  As shown in Fig.1, 
the set-up process can be operated in parallel with the 
actual net process at the previous shop. 

6)  Worker absence:  A worker will be absent during some 
designated duration.  During the duration, one shop must 
stop its operation because of worker shortage. 

 
Objective function 
The objective is to minimize the total processing time. We 
want to decide the processing order of processes in order to 
finish all the processes as early as possible. 
 
Control variables 
We can control only the processing order of processes.  The 
products are processed in the same order at all the shops. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

3. RE-SCHEDULING ALGORITHM 
 
Notations 
n      : Number of products 
m     : Number of shops 

kj ,τ : Set-up process time of product j at shop k  
( j=1,2,…,n)(k=1,2,3,…,m) 

kjt ,   : Net process time of product j at shop k  
( j=1,2,3,…,n)(k=1,2,3,…,m) 

rJ  : Sequence of products whose orders are already 
determined    (r = 1,2,…,n) 

rJ     : Set of products whose orders has not been determined     
(r = 1,2,…,n) 

kjrX , : Idle time that occurs before the r–th product processing 
at shop k 

( )rk JT  : Finishing time of defined processing order  rJ   at 
shop k 

sA     : Time when a worker absence happens 

fA    : Time when a worker absence clears 

kd     : Process time of virtual work at shop k  (k=1,2,…,m) 
 
Fundamental Idea 
When a worker is absent, one of m shops cannot be operated.  
In general, this un-operated period flows from the upper shop 
to the lower one.  Considering this characteristic, we 
introduced a new concept, or virtual product that requires shop 
occupation but has no load on the shop.  Based on this idea, un-
operated periods are assigned as shown in Fig.2.  We may 
assign the un-operated period to some idle periods between 
processes.  In this case, we don’t need to make un-operated 
period in parallel.  This fact shows that the virtual product may 
disturb to make optimal schedule.  However, mathematically 
optimum schedules may require the workers to move from one 
shop to another frequently without considering the workers 
efficiency.  Therefore, mathematically optimum schedules are 
not always optimal in practical.  We can expect efficient 
scheduling results for workers if we apply our virtual product 
concept.  That’s because we can give a simple rule for workers; 
each worker should simply move to the previous shop, when 
finishing a process and the shop is in un-operated period. 

 
We will apply the Branch-And-Bound method (BAB) for re-
scheduling.  Though BAB can search the optimum solution, it 
demands a lot of calculation time.  In this paper, we will 
propose a lower bound calculation method in practical 
calculation time. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Selection of Works that Require Re-scheduling 
The following equation is satisfied for the planned schedule 
before the occurrence of worker shortage. 
 

( ) ( ) 1,1,11 rr jjrrr tjJTJT ++−= τ          (1) 

where, 
 

( ) )1,,3,2,1(        0  0 −⋅⋅⋅== mkjTk  
 

Fig.1 Flow-shop scheduling problem 
flow of virtual work
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Fig.2 Schedule using virtual work 
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First of all, we need to search 0r that satisfies the equation 
( ) ( )111 00 +<≤ rsr JTAJT  based on the above equation (1).  

Since there is no worker shortage till this process 0r , the fist 
process through the process 0r  are operated following the 
planned schedule we already have.  The product set 0rJ , that 
consists of product ( 10 +r ) and the later products, is 
necessary to be re-scheduled, because the process starting time 
of ( 10 +r  ) is later than the time sA , or the beginning time 
of the worker shortage.  When a process finishes its processing 
at the first shop just after the time fA , or the worker shortage 
ending, we can stop assigning the virtual products. 
 
According to this scheduling method, we may not get the 
optimum solution, because we omitted the re-scheduling 
of

0r
J .  The reason why we omitted the re-scheduling is to 

avoid the confusions, which may cause by the sudden schedule 
change at the production line. 
 
Lower Bounds Calculation 
In the Branch-and-Bound method, it is necessary to develop an 
efficient lower bound calculation equation ( )rJLB .  We have 
developed the following equation (see Eq.(2) and Fig.3) that 
makes it possible to search the optimum solution in practical 
calculation time.  The equation consists of 3 terms as shown in 
Eq.(2). 
 
    ( ) ( )  3   2    1   

1
termtermtermMaxJLB rdndst

mkr ++=
≤≤

      (2) 

 
 
 
 
 
 
 
 
 
 
 

Fig.3  Explanation of lower bound  
 

1st term calculation: This term calculates the process 
completion time of product processing order set rJ   at shop k.  

 
1)  Process assignment before the worker shortage starts. 
The processing order 

0r
J  is the same as the original 

scheduling results as follows. 
 

( ) ( ) ( )0r1,1,11 J      rjjrrr JtjJTJT
rr

⊂++−= τ   

 
( ) ( )

( ) ),,3,2( J                                    

  )(  , )(  

0r

,,1

mkJ

tjJTJTMaxJT

r

kjkjrrkrkrk rr

⋅⋅⋅=⊂

++−= − τ
   (3) 

where,  
 

( ) ),,3,2,1(           0  0 mkjTk ⋅⋅⋅==  
 

2) Process assignment during the worker shortage period 
 (part 1). 

The following procedure is for the first virtual product, so the 
procedure is applied till the first virtual product finishes the last 
shop processing. 
 

The product set 0rJ , that should be assigned after the worker 
shortage started, is scheduled producing a virtual product and 
deciding the processing time of the virtual product as follows.  
We have to generate one virtual product at arbitral one shop 
during the worker shortage period.  In order to check if a 
virtual product should be generated or not, the finishing time 
for the last product of product set rJ   at the shop 1 is 
calculated. 
 
Let’s note SB  as the starting time of virtual product.  When 
the finishing time of the product rj , that is the latest ordered 
product of rJ , satisfies the Eq.(4), a virtual product must be 
assign before the product rj  . 
 

frs AJTB <≤ )(1   (4) 

For the first virtual work, sS AB =  is given. 
 
Let’s consider that the first virtual product should be assigned 
after the product set ´rJ .  The virtual product has to flow from 
upper shop to the lower shop without idle times, because the 
virtual product processing time represents the time of worker 
absence. In order not to make idle time, the finishing time of 
virtual product at every shop can be calculated by Eq.(5).  For 
the last shop, we cannot decide the finishing time at this 
moment, because we have to decide the time based on the 
starting time of the following product at the last shop.  The 
details for the decision process will be written later. 
 
We can calculate the finishing times for the processes that 
follow r’-th process using the following equations recursively. 
 

( ) ( )
( ) ( )

),,3,2(                                                              

  )(  , )(  ,,1

1,1,11

mk

tjJTJTMaxJT

tjJTJT

kjkjrrkrkrk

jjrrr

rr

rr

⋅⋅⋅=

++−=

++−=

− τ

τ
 (5) 

where 
 

( ) ),,3,2,1(                                 0  0 mkjTk ⋅⋅⋅==  
 

)1,,3,2,1(                                                   

])(),),(([)( ´´1´

−⋅⋅⋅=

=+ +

mk

JTAJTMinMaxjJT rkfrkdrk 　　   (6) 

The assignment of processes is continued till the starting time 
of a process reach the finishing time of the virtual product at 
the last shop.  We can calculate the finishing time using the 
following Eq.(7). 
 

( )
( )  )(  , )(             ,11

,,1

1

11

rmmjrm

mjmjrmk

JTJTMax

tJT

r

rr

′+′−

+′

+′

+′+′

−=

−−

τ

τ
     (7) 

 
Consequently, the above recursive calculation is continued for 
the product set ″rJ that satisfies the following Eq.(8). 
 

)()()( 1´´11´´´1 ++ <≤ rrmr JTJTJT                           (8) 
 

1st term 2nd term 3rd term

Shop 1

Shop 2

Shop 3

Shop m

Set-up process

Net process

Time

1st term 2nd term 3rd term

Shop 1

Shop 2

Shop 3

Shop m

Set-up process

Net process

Time
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Fig.4 Finishing time of a virtual work at each shop 
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Fig.5 Finishing time of a virtual work at shop m 

 
 
 
3)  Work assignment during the worker shortage period (part 2). 
According to the above discussion, the starting time of the next 
virtual product can be decided by the following Eq.(9).  The 
time is the same as finishing time of the previous virtual 
product at the last shop. 

 
( ) mjmjrms rr

tJTB ,,1 11 +′+′
−−= +′ τ                        (9) 

 
The following procedure is the same as the above procedure 
written in section 2).  Whenever a new virtual product is 
assigned, SB  is re-calculated based on Eq.(9). 
 
4)  Work assignment after the worker shortage period. 
For the rest products that remain after the above procedures are 
finished, we can calculate the finishing times for the remaining 
products using the following equations recursively. 

 
( ) ( ) 1,1,11 rr jjrrr tjJTJT ++−= τ  

 
( ) ( )

),,3,2(                                                              

  )(  , )(  ,,1

mk

tjJTJTMaxJT kjkjrrkrkrk rr

⋅⋅⋅=

++−= − τ      (10) 

where, 
 
( ) ),,3,2,1(               0  0 mkjTk ⋅⋅⋅==  

 
2nd term calculation: This term calculates the total 

processing time for the product set rJ , that contains 
unassigned products at this point, at the shop k.  Even if the 
processes are processed in parallel, we cannot decrease the net 

total processing time.  Therefore, the total processing time for 
the product set rJ  can be calculated as follows. 

 
   ( )∑

∈

+=
rJj

kjkj t ,,τ   timeprocessing total                       (11) 

 
In our research, we improved the accuracy of the lower bound 
calculation by including the estimated lower bound of the idle 
times.  The idle time at shop k is considered to be longer than 
that of two-shop model, or k-1 and k.  The idle time will never 
emerged at shop k-1 for the two-shop model. To the contrary, 
in the case of multi-shop model, the idle time may be also 
produced at k-1.  This idle time may longer the idle time at 
shop k, but it will never shorten the idle time.  Therefore, the 
expected minimum idle time for two-shop model gives us the 
lower bound for the multi-shop model.  The expected minimum 
idle times for two-shop model is calculated as follows. 

 

( ) ( )








++= ∑∑

∈∈ rp

p
r

r Jj
kjJJj

kjkj
nd XMintterm , oforder  all,, 2 τ  (12) 

 
In the above equation, kj p

X , represents the idle time that may 
occur before the p-th process at shop k.  The second term of 
Eq.(12) is calculated as follows. 
 
Let’s consider two-shop model that consists of only  k and k-1.  

We denote that qJ  (where, )(,,1 rnq −⋅⋅⋅= ) is the subset of 

rJ , and that { }qJ  is the set of elements included in qJ .  

Using these notations, the idle time ( )
{ }
∑
∈ qp

p
Jj

kjX
   

,  for qJ  at shop k 

can be calculated as follows. In this paper, we use the notion of 

( )qJI2  instead of ( )
{ }
∑
∈ qp

p
Jj

kjX
   

,  just for simplification. 
The staying time of the q-th process in the product set qJ can 
be calculated by Eq.(13), because there is no idle time for the 
first shop k-1.   
 
( )

( ) at th work   theof  timeFinishing              
 at th work   theof  timeFinishing 

1−−−
−

k

k

Mq
Mq  

 

( ) ( ) ( )

( ) ( ) ( )( ) 







+−++=












+−









++=

∑

∑∑

=
−−

=
−−

=

      

       

1
1,1,,,2

1
1,1,

1
,,2

q

p
kjkjkjkjq

q

p
kjkj

q

p
kjkjq

pppp

pppp

ttJI

ttJI

ττ

ττ
     (13) 

 
This staying time can be calculated using the following 
equation derived from the relationship shown in Fig.6. 

 

( ) ( ) ( )( )

( ) ( ) ( )( )
( )

( ) ( ) ( )( ) 







+−++=

















+−+

+−++
+=

+−++

∑

∑

∑

=
−−

−−

−

=
−−−

=
−−

q

p
kjkjkjkjkjq

kjkjkj

q

p
kjkjkjkjq

kj

q

p
kjkjkjkjq

ppppp

ppp

pppp

p

pppp

ttJIMax

t

ttJI
Maxt

ttJI

1
,1,1,,,2

1,1,,

1

1
1,1,,,12

,

1
1,1,,,2

  ,       

0  ,    

    

      

τττ

ττ

ττ

ττ
 (14) 
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Subtract the term ( ) ( )( )∑
=

−− +−+
q

p
kjkjkjkj pppp

tt
1

1,1,,,        ττ  

from the both term, and we can get the following equation. 
 

( )

( ) ( ) ( ) 

















−−+= ∑ ∑

=

−

=
−−−

q

p

q

p
kjkjkjkjq

q

pppp
ttJIMax

JI

1

1

1
,,1,1,12

2

          , ττ

   (15) 

Substitute ( ) ∑∑
−

==
−− −−+=

1

1
,

1
,1,1,2 )(

a

p
kj

a

p
kjkjkj pppp

ttqK ττ  

 in Eq.(15), we can get the following equation. 
 

( ) ( ) ( )( ) ,   2122 qKJIMaxJI qq −=        (16) 
 
The following equations are obtained by using the obvious 
relationship ( ) 002 =JI . 
 

( ) ( )( )  1 , 0 212 KMaxJI =  
 
( ) ( ) ( )( )

( )( ) ( )( )
( ) ( )( )  2 ,  1 , 0            

  2 ,   1 , 0             
  2 ,  

22

22

21222

KKMax
KKMaxMax

KJIMaxJI

=
=
=

    (17) 

 
We can think that ( ) 0 0 2 =K  is presumed, and get the 
following equation. 
 

( ) ( )( )  202 aKMaxJI
qaq ≤≤

=                                 (18) 

 
The above equation doesn’t include the idle times that are made 
in front of virtual products, it is difficult to estimate the lower 
bound caused by the virtual products.  As described before, the 

virtual product processing times are determined based on the 
starting/finishing times of other real processes.  Therefore, in 
our research, we estimated the idle times caused by the virtual 
products as zero.  Finally, we get the following Eq.(19) as the 
second term of Eq.(2). 
 

( ) ( )




 −++=

−≤≤
∈
∑ )( 2 2)(0 oforder  all,, rnKMaxMintterm

rnpJJj
kjkj

nd

r
r

τ   (19) 

where, 

( ) { }rnp

a

p
kj

a

p
kjkjkj JjttaK

pppp −

−

==
−− ∈−−+= ∑∑        )(

1

1
,

1
,1,1,2 ττ  

 
3rd term calculation: This term calculates the lower 

bound of the total processing time, that is necessary to be 
processed from the (k+1)-th shop to the m-th shop, for un-
assigned product set rJ .  Since all the set-up processes may be 
processed in parallel with actual main net processes, we can 
ignore the set-up times.  As a result, we can estimate the total 
processing time using the following Eq.(20). 

 

( )







= ∑

+=∈

m

kq
qj

Jj
tMintermrdThe

r 1
,    3       (20) 

 
Scheduling based on BAB 
BAB is a useful technique for the tree search.  The method 
doesn’t investigate all the combinations in the search space.  
The search space is divided into some subsets, and the 
optimum solution is searched efficiently by removing useless 
subsets, that have no possibility of containing the optimum 
solution, based on the estimated lower bound values.  
 
 There are two procedures for BAB; they are the vertical and 
the horizontal search.  In the vertical search, it is possible to 
obtain a rather good solution even if the search is quitted at any 
time because of the long computing time.  Therefore, in our 
research, we applied the vertical search procedure.  The 
concrete procedure is as follows. 
 

Step 1:  Set a tentative lower bound f * of total 
processing time f  as ∞. 
 

Step 2:  The product set 0J  is the start state.  Arbitral 
one product out of all n products can be the candidate as the 
first processing.  So, the initial state is divided into n nodes that 
represent the n sub-sets.  Then, calculate the lower bound of 
each node )( 1JLB  using equations mentioned in the previous 
section. 
 

Step 3:  Search the nodes that have the minimum 
lower bound value.  If more than 2 nodes are found, select the 
node that contains the smallest product number.  Then, the 
node is divided into (n-1) nodes.  Calculate the lower bound of 
each generated node )( 2JLB as before. 
 

Step 4:  Search the nodes that have the minimum 
lower bound value.  And the same procedure as step 2 is done 
till you can reach the state 1−nJ .  If the minimum lower bound 
value exceeds the tentative lower bound f * during this 
procedure, it means that the checking sub-set has no possibility 
of containing the optimum solution in the sub-set.  In this case, 
stop the node expansion of the node, and proceed to step 6.  

：the q-th setup time
：the q-th processing time

( ) ( ) ( )( ) 0         
1

1,1,,,2 ≤+−++ ∑
=

−−

q

p
kjkjkjkjq pppp

ttJI ττ(a) 

time

C

A B

(A+B-C)

1−kM

kM

time

C

A B

(A+B-C)

1−kM

kM

( ) ( ) ( )( )∑
−

=
−−− +−++=

1

1
1,1,,,12A

q

p
kjkjkjkjq pppp

ttJI ττ

kj p ,B τ=

1,1,C −− += kjkj pp
tτ

Notes; 

( ) ( ) ( )( ) 0         
1

1,1,,,2 ≥+−++ ∑
=

−−

q

p
kjkjkjkjq pppp

ttJI ττ(b) 

Fig.6  Mechanism to generate the staying times 
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Step 5:  The obtained product set 1−nJ  represents 
the (n-1) process processing order, so the un-assigned product 
is only one.  Therefore, the product set 1−nJ  specify the 
concrete order of all n products.  This means that the obtained 
product set 1−nJ  that has the lower bound is a candidate of 

the optimum solution if ( ) *fJLB r < is satisfied by the node.  

In this case, set the value of f * as ( )rJLB  of the candidate 
node.  Otherwise, the obtained node is not a candidate of the 
optimum solution, and do not change the value of the 
tentative lower bound f *.  

Step 6:  Search nodes whose lower bound value is 
lower than f *.  If there are some, select the nearest node from 
the latest expanded node and return to step 4.  Otherwise, the 
node corresponding to f * is optimum. 
 
 

4. NUMERICAL EXPERIMENTS 
 
Experimental conditions 
We evaluated our method by comparing the results with those 
of another scheduling method.  In this evaluation, we had 3 
practical cases that were gotten from an actual production line.  
Each problem consists of 10 products and 6 machines, and we 
chose 10 products at random from 16 products shown in 
Table.1.  Under the condition that a worker is absent for 16 
hours at a designated time, we re-scheduled to finish all the 
products as early as possible by re-ordering the products. 
 
We compared the results of our proposed method with those of 
another method.  The method is an adjusting method that 
basically accepts the original schedule before the worker 
shortage.  When a worker finished his process, the worker 
would check if there was a product waiting for processing at the 
present shop and at un-operated shop.  If there is one at the un-
operated shop, the worker moves to the shop.  Otherwise, 
he/she stays at the present shop. 

 

Results 
The results are shown in Table2 and Fig.7.  Table 2 shows the 
concrete results of processing order for the 3 cases.  You can 
see the chosen products for 3 cases.  In the bar chart of Fig.7, 
each case shows three bars.   The top bar shows the total 
processing time of the original schedule before the worker 
shortage, and the second one shows that of the proposed 
method.  The final one shows that of the adjusting method 
shown above. 

 

case method scheduling result total
processing

our proposed B2 - C3 - B3 - A4 - B5 - C4 - B4 - C2 - A3 - A2 55.9
simple adjust B2 - C3 - B3 - A4 - B5 - A3 - B4 - C2 - C4 - A2 58.1
our proposed B1 - B2 - B3 - A4 - B5 - C4 - B4 - A3 - A2 - A5 53.2
simple adjust B1 - B2 - B3 - A4 - B5 - A3 - C4 - B4 - A2 - A5 55.4
our proposed C1 - B2 - B3 - A4 - B5 - B4 - A3 - C2 - A5 - A1 51.3
simple adjust C1 - B2 - B3 - A4 - B5 - A3 - B4 - C2 - A5 - A1 53.5

(hours)

1

2

3

Table2  Scheduling results 

setup process setup process setup process setup process setup process setup process
A1 23 10 42 2 53 3 21 3 53 7 30 2
A2 21 210 41 90 85 80 33 150 54 75 11 55
A3 28 105 23 40 68 80 21 60 49 75 27 55
A4 27 105 37 100 82 80 21 180 97 75 21 92
A5 41 210 31 40 64 80 19 60 73 150 31 55
B1 36 53 31 20 52 27 14 34 51 75 16 18
B2 34 106 42 40 49 54 12 7 68 150 24 37
B3 23 105 33 120 39 160 27 101 74 225 24 147
B4 33 210 39 160 110 213 34 180 61 300 21 183
B5 27 210 42 160 82 160 25 240 84 300 18 220
B6 25 79 42 30 62 40 30 15 67 113 11 28
C1 27 105 23 40 38 54 18 7 72 150 21 37
C2 37 262 39 200 88 268 13 150 86 206 11 138
C3 42 157 27 60 66 80 16 10 82 225 24 55
C4 30 315 34 120 49 160 24 12 82 254 27 110

( minutes )

C

machine6
job

A

B

machine1 machine2 machine3 machine4 machine5

Table1 Setup and processing time of actual production data 

40 45 50 55 60
total processing time (hours)

：schedule before
　a worker absence
：our proposed metod

：simple method

case 1

case 2

case 3

Fig.7 Re-scheduling results 
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In all cases, the re-scheduled results demand longer processing 
time than the original one, because productive capacity 
becomes lower than before because of the worker absence.  
The objective of re-scheduling is to shorten the extra time 
caused by the worker absence. 

 
In the case 1, the total processing time of the proposed method 
is 55 hours 54 minutes, and that of the adjusting method is 58 
hours 6 minutes.  Our method could shorten the time by 2 hour 
12 minutes, or 3.8%.  Since the reduction effect depends on the 
characteristics of the actual production data, we cannot 
guarantee the same reduction for all cases.  Nevertheless, we 
could get the similar reduction effect in other 2 cases as shown 
in Fig.7.  In these three cases, our proposed method could get 
better results than the adjusting method.  
 
 

5. CONCLUSIONS 
 

We developed a new re-scheduling method based on Branch-
and-Bound method dealing with the decrease of workers.  
When one shop takes a rest for a while because of worker 
shortage, a no-load duration will emerge at the shop.  In 
general, since there is no running stock at flow-shops, the no-
load duration will flow from an upper stream shop to a lower 
stream one.  Considering this feature of flow-shops, we set-up a 
new concept of a virtual product that has the similar 
characteristics as normal products but has no load in processing 
it.  We will input the virtual product into the production line 

while the productive capacity is lower than usual.  We 
proposed an equation for calculating the lower bound for our 
Branch-and-Bound method in practical calculation time. 
 
Some evaluation experiments are done using actual data of real 
flow-shop products.  We compared our results with those of 
another simple scheduling method, and we confirmed the total 
production time of our result is shorter than that of another 
method by 4%. 
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