An Approach for Pattern Recognition of EEG Applied in Prosthetic Hand Drive
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ABSTRACT

For controlling the prosthetic hand by only electroencephalogram (EEG), it has become the hot spot in robotics research to set up a direct communication and control channel between human brain and prosthetic hand. In this paper, the EEG signal is analyzed based on multi-complicated hand activities. And then, two methods of EEG pattern recognition are investigated, a neural prosthesis hand system driven by BCI is set up, which can complete four kinds of actions (arm’s free state, arm movement, hand crawl, hand open). Through several times of off-line and on-line experiments, the result shows that the neural prosthesis hand system driven by BCI is reasonable and feasible, the C-support vector classifiers-based method is better than BP neural network on the EEG pattern recognition for multi-complicated hand activities.
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2. CONSTRUCTION OF NEURAL PROSTHESIS HAND SYSTEM DRIVEN BY BCI

Principles of System Construction

According to structure of the BCI system, the control system of neural prosthetic hand driven by BCI is mainly consist of EEG Signal Detection System, Feature Extracting and Pattern Recognition system and Prosthetic Hand Driven System. The whole model of the system is shown as the Fig. 1.

Feature Extraction for EEG Driving Neural Prosthesis Hand System

EEG contains a wealth of information of brain activity, so in order to recognize different hand movement in the BCI driven system, effective feature of the EEG should be extracted.

Fig.1 The neural prosthesis hand system driven by BCI

The Prosthetic Hand is the external control object of the BCI system in this article. Because of the limit of the patterns which can be recognized by the BCI, the Prosthetic Hand which has three degrees of freedom is applied in this BCI control system. And to meet the need of system, EMG testing system is removed and the EMG controlling Circuit is changed to EEG. Three functions that hand opening and closing, wrist of 360-degree rotation, Elbow flexion are achieved in this article. And at last the Prosthetic Hand is fixed on the Mannequins for easy during the experiment.
1) Basic characteristics of EEG signal: EEG signal is a dynamic, random, non-linear bio-signal, its amplitude is low and it has little energy. According to the International 10-20 system electrode, the amplitude of the EEG got from the scalp is between 0.1-200µV, and the frequency is between 0.5-50Hz. And it mainly includes five components in frequency domain: δ : 0.5-3.5 Hz, θ: 4-7 Hz, α : 8-13 Hz, β: 14-30 Hz,γ: 31Hz. According to related research, the Stimulus of different areas of cortex is different when people have different actions or imagine different things, so different EEG signal is produced. For P3 and P4 is the best measuring point for hand actions, the signal of P3 and P4 is applied as the object of data analysis and feature extraction[2-5].

2) Feature extraction of EEG signals: In this paper, the EEG signal is decomposed to five levels on the basis of Daubechies4 wavelet, and at last five useful frequency levels are obtained. They are 0-4Hz, 4-8Hz, 8-16Hz, 16-32Hz and 32-64Hz; Which are exactly similar to the δ, θ, α, Band γ. So an Eigenvector matrix which has five columns and 1024 columns can be easily got from the data of the five EEG frequency band, and then singular value decomposition can be applied to this matrix. And a 5-dimensional feature vectors can be obtained from the data, which can be used as the feature for the Pattern Recognition.

Construction of Neural Prosthesis Hand System Driven by BCI
Prosthetic hand drive control system is shown as Fig.2, the whole control system is mainly consist of prosthetic hand controller, peripheral device, power driver IC, electrical relays and so on. Through a serial communications PC send the results of recognize to the prosthetic hand drive controller, and the controller processes the corresponding three motor-driver’s rotation, stop and turn. And the prosthetic hand movement is achieved through the installation of mechanical.

3. PATTERN RECOGNITION METHODS

EEG pattern recognition based on Neural network
Artificial neural network (ANN) have self-learning, self-organization, better fault-tolerance and good nonlinear approximation ability and about 90% of them is used BP network. In this paper a BP neural network is designed for EEG pattern recognition on hand movement.

In this study, the input layer is set by 12 nodes, corresponding to elements in the normalized wavelet characteristic matrix Tk. You know, four basement hand movement states, namely free state, arm movement, hand crawl and hand open should be concerned if a robot arm will complete a whole grasp operation. So two neurons (y1 and y2) are set in the output layer, while the output results on the corresponding hand movement patterns as shown in Table 1.

<table>
<thead>
<tr>
<th>TABLE I. OUTPUT AND ITS HAND PATTERN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Action Pattern</td>
</tr>
<tr>
<td>free state</td>
</tr>
<tr>
<td>arm movement</td>
</tr>
<tr>
<td>hand crawl</td>
</tr>
<tr>
<td>hand open</td>
</tr>
</tbody>
</table>

In this paper, the networks is small or medium structure, and therefore a hidden layer is preferred. The number of hidden layer nodes, in theory, is not a clearly defined, so this paper we uses cut-and-trial method to determine the optimal number of hidden nodes. Cut-and-trial method is to use the same sample set with different hidden layer nodes in the network for training, until the weight does not change, then the network stabilized. By this method, we found that 22 hidden layer neurons is appropriate. Therefore, the finalization of the BPNN structure is 12-22-2. That is, the BP neural network input layer has 12 neurons for the 12 characteristic of EEG signal and the output layer has two neurons expressing four different actions of hands; network has only one hidden layer neuron with 22 nodes.

After the feature vectors of EEG signals obtained, in accordance with the method described in this section, we can recognize the pattern by recognizing feature vectors of hand movements.

Multi-Classification of EEG Signals based on Support Vector Machine
Using support vector machine classifier as a multi-class model, its basic principles and classification are as follows.


\[ R(f) \leq R_{emp}(f) + \Phi(n/h) \]  \hspace{1cm} (1)

Where R(f) is the expected risk, Remp(f) is the empirical risk, \( \Phi(n/h) \) is the fiducially range, f is a learning machine functions, n is the number of training samples, h is the VC dimension of function reflecting the learning machine complexity and \( \Phi \) is greater while h is greater, leading the difference between
expected risk and the experienced risk is the greater risk. So in order to make the experienced risk minimization, we need make the empirical risk and fiducially range minimization at the same time. Thus function f have a small VC dimension. This is to make f have a smaller VC dimension, which is the principle Structural Risk Minimization, and the support vector machine is a learning algorithm based on this principle.

2) C-Support Vector Classification Machine (C-SVC): Setting the training samples set is: \{ (x_i, y_i) \}, i = 1, 2, ..., l. The original problem of classification is that the process of solving Optimal Hyperplane and that is to maximize the distance. As shown in Fig. 3 whose mathematical expression is a constrained optimization problem.

\[
\begin{align*}
\min_{\omega, b, \xi} & \quad \langle \omega \cdot \omega \rangle + \frac{1}{2} \sum_{i=1}^{l} \xi_i \\
\text{s.t.} & \quad y_i (\langle \omega \cdot \Phi(x_i) \rangle + b) \geq 1 - \xi_i, \quad i = 1, ..., l, \\
& \quad \xi_i \geq 0, \quad i = 1, ..., l.
\end{align*}
\]

(2)

In the meantime, the Lagrange dual expression is as.

\[
\begin{align*}
\max W(\alpha) &= \sum_{i=1}^{l} \alpha_i - \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j y_i y_j \Phi(x_i) \Phi(x_j), \\
\text{s.t.} & \quad \sum_{i=1}^{l} y_i \alpha_i = 0, \\
& \quad C \geq \alpha_i \geq 0, \quad i = 1, ..., l.
\end{align*}
\]

(3)

According to KKT conditions, we can see the optimal solution \( \alpha \) which correspond to \( y_i = 1 \) is the support vector. The discriminated function as follows.

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{l} \alpha_i y_i \Phi(x_i \cdot x) + b \right)
\]

(7)

The \( \xi_i \) is slack variables, which allow the border is disrupted and C is the corresponding coefficient of error of punishment; and therefore such a support vector classification machine is also known as C-SVC. \( \Phi(x) \) is a non-linear mapping (Fig. 4), it make sample xi mapped to a high-dimensional linear separable feature space; \( \Phi(x_i, y_i) \) satisfy Mercer’s theorem of symmetric functions, and also known as the kernel for completing the sample’s inner product operations in high-dimensional space, the introduction of \( < \Phi(x_i), \Phi(x_j) > \) solve the “curse of dimensionality” in high-dimensional feature space. Commonly the kernel function has the following three kinds.

Polynomial kernel: \( K(x, z) = ((x \cdot z) + t)^d \)

(4)

Gaussian RBF kernel: \( K(x, z) = \exp(-\|x - z\|^2 / \sigma^2) \)

(5)

Sigmoid nucleus: \( K(x, z) = \tanh(k_1(x \cdot z) + k_2) \)

(6)

It can be seen that equation (3) is a quadratic optimization problem, whose solution is the global optimal solution, and the \( \alpha_i \) which dose not correspond to 0 is corresponding to the sample called support vector. The discriminated function as follows.

\[
f(x) = \text{sgn} \left( \sum_{i=1}^{l} \alpha_i y_i (\Phi(x_i \cdot x) + b) \right)
\]

(7)

According to KKT conditions, we can see b = \( y_j - \sum_{i=1}^{l} \alpha_i y_i \Phi(x_i \cdot x_j) \), and it can be calculated by any 0<\( \alpha_i \)<<C which is not unique and often preferable to the mean.

1) Parameter Optimization: As we can see, there are many parameters in the support vector machine, the choices of which determine the complexity, generalization capacity and robustness of the classifier at a great extend, so parameter optimization is significant. Many optimization algorithms has been applied in the support vector machine parameter optimization problem, such as grid-point method, k-fold cross-validation method, gradient algorithm, genetic algorithms, particle swarm optimization, ant colony algorithm and simulated annealing algorithm, and so on.

2) Multi-classification problem in support vector machine: Like most of the classifiers, support vector machine is proposed for the two classification problems, we need a certain way to convert it to a multiple classifiers when it was applied in the Multi-classification problem. At first, we give multi-classification problem the following description, assuming that there are k categories, the training sample ((x_i, y_i), i = 1, 2, ..., l), here. Commonly used support vector machine multi-classification methods are the following kinds.

One VS all(OVA)[7],regarding the one class of K classes and the other classes as a two sub-problems, and classes them by constructing k sub-problems vectors, but there will be "rejection" phenomenon, which reduces the recognition rate.

One VS one (OVA) [7], the k class is divided to k (k-1) / 2 two sub-problems by two in a class, and constructing some classifier to achieve multi-classification task, and finally give the classification by voting decision-making. The method often requires a number of classifiers, and the "rejection" phenomenon exist the same.

Decision tree method (DT) [8], it combine the binary trees and support vector classification machines to construct K classifiers to achieve multi-classification. In the method, the classification of each node parameters may be different, which will help improve accuracy; but once the error in classification extended to the next node, the following classification will make no sense. As there are many possibilities when we choose a class and others to classify at a node, it increased the complexity.

Error-correcting output coding method (ECOC) [9], it uses pass phrase encode the classifiers, and classes them by
measuring the Hamming distance between the DUT code and someone code. It has good error correction capacity to error data;

Determining the many types of target function method[10]. The idea is constructing a multi-class classifier by changing the objective function; it optimizes all the variables in an optimization objective. Due to too many variables to optimize, optimize results are often unsatisfactory, which make it difficult for use in large-scale problems.

Multi-class Classification based on one classification method[11]. The method evolves from a classification problem, and determining the respective categories by solving the center of more than one category and then calculating the sample to the distance from the center of each type.

Principle of the above methods varies form each other, each with advantages and disadvantages, there are different manifestations in different occasions, specific problem should choose which methods not yet have a better selection standard. For the ease of use, the one-to-all method is used widely relatively. When choosing the best method of multiple classifiers, we still need to test the various methods to select.

4. EXPERIMENT

System Building

According to the system model, a neural prosthesis hand system driven by BCI is constructed as shown in Fig.5, by integrating the EEG signal detector system, EEG signal analyzing and recognition system and prosthesis hand control system, which have been developed in previous work.

This experiment conduct the pattern recognition by using BP neural network (BPNN) and multi-classification algorithms based on C-support vector machine respectively. The outcome of the EEG recognition realized the corresponding movement of the prosthesis hand by prosthesis hand control driver unit. Fig.6 demonstrate the 4 different experimental statuses: arm free, arm fluctuating, hand close and hand open.

During the experiment, the experimenter must concentrate on the movement imagination as well as doing the corresponding movements to strong the EEG signal generated from the experimenter under each pattern. The nonstandard movements of the arm or hand should be avoiding to the best of the experimenter’s ability to minimize the error of the EEG acquisition. The time that the experimenter starts the movement must be synchronous with the time start the online pattern recognition. Each movement of each experimenter is repeated 20 times and totally 80 times. The highest recognition rate is statistical base on the correct recognition times of each pattern.

Pattern Recognition by Neural Network

Conduct the online EEG pattern recognition experiment and prosthesis hand drive experiment of each hand movement using the neural network structure parameter of each experimenter’s EEG data in the highest offline recognition rate condition.

Table.2 shows that the highest recognition rate, using by BPNN under 4 different movement-arm free, arm fluctuating, hand close and hand open, is about 60%. The rate is of little different due to the different experimenter and the experimental environment.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimenter 1</td>
<td>55%</td>
</tr>
<tr>
<td>Experimenter 2</td>
<td>65%</td>
</tr>
<tr>
<td>Experimenter 3</td>
<td>62.5%</td>
</tr>
<tr>
<td>Average</td>
<td>60.8%</td>
</tr>
</tbody>
</table>

Fig.6 Experiment of the neural prosthesis hand driven by BCI

Fig.5 The neural prosthesis hand system driven by BCI
Multi-Classification Recognition Based on C-Support Vector Machine

Use the experimenter 2's experimental data to validate the recognition precision. Select the top 15 item of the 4 group EEG signal data corresponding to each hand movement as the training samples and rest of them as the testing samples.

Using the MATLAB7.01 as the simulation platform and the LSSVM [12], OSUSVM 3.00 [13] as the tool of the Multi-classification based on support vector machine. Both of them support the multi-classification task. The classification methods of the LSSVM are MOC, OVA, ECOC and include linear function, Rbf, Poly function and Sigmoid function as well as cross validation function. The classification method of the latter is decision tree, which has 1 sigmoid kernel function less than the former. This experiment conduct the comparative test by combining the different multi-classification methods and different kernel functions mentioned above and confirm an optimized result. It is worthy point out that the form of the kernel function-Poly function in OSUSVM toolbox is different with expression (4), it is as follow.

\[ K(x, z) = (\gamma (x \cdot z) + t)^d \]  

Combining the different multi-classification methods and kernel function, and selecting the suitable parameter of each group to reach the highest recognition rate respectively. Because of the much combination and the huge recognition result difference between each group, the highest rate is 90% and the lowest is only 25%. Only the top 3 methods and parameters are given as in Table 3.

In the poly kernel function, the coefficient \( \gamma \) is of the significant effect. The bigger \( \gamma \) means the higher recognition rate of the classifier. This conclusion is accordance with the deduce of the reference [14]. It can be concluded from the Tab.3 that the resolution is improved obviously and the amount of the support vectors are reduces by using the poly kernel function form of expression (8) and enlarge the value of \( \gamma \).

### 5. RESULT ANALYSIS AND CONCLUSIONS

It can be seen that in the pattern recognition of prosthetic-driven EEG the identification method based C-support vector machine multi-classification is more efficient than the BP neutral network. This may be mainly due to poor BP network fault tolerance and the incompleteness of its algorithm. BP algorithm goal is to minimize the "error", therefore in the iterative process of training the network, the shock should not be too big and should get smaller and smaller. That is, the final iteration results with only a small difference between the target values. Therefore BP network fault tolerance is inevitably poor. At the same time, because BP algorithm is based on the gradient method which only has local search ability, so it would be equally difficult to avoid trapping in local minimum. So the algorithm is incomplete. While the algorithm which can enhance the BP network’s global search ability such as genetic one and simulated annealing once appeared, but it can not overcome the increased difficulties in their calculations. What’s more, random selection of initial weight values increase the uncertainty and complexity of BP algorithm search the global minimum point. And when they are used as samples one by one “forgotten” phenomenon may appear. What’s corresponding with the BP network’s mentioned shortcomings, support vector machine based on the role of maximizing the interface interval introduce slack variable and corresponding penalty coefficient \( \gamma \), achieves soft margin classification and improve fault tolerance. Its optimization equation is quadratic one. Its solution is global optional solution. Because of these advantages, in this experiment with C-SVS as classification Support Vector Machine Identification, the recognition rate is significantly higher than BP neutral network, and shows good classification ability.

So, some important conclusions can be obtain as follows.

1) The organized brain-computer interface driven neutral prosthetic hand system is reasonable and feasible.

2) To the pattern recognition of the complex EEG, the identification method based on C-support vector machine multiple-classification is more efficient than the BP neutral network.

3) The support vector machine based on the principle of structural risk minimization are ideally suited for small sample learning. The application of its nuclear function is a good solution to the “curse of dimensionality” problem, and the generalization ability of classifiers are more strong.

4) Multi-classification support vector machine based on decision tree selected in this paper can effectively raise the recognition rate of multi-hand operation of the complex EEG signal classification, for the application of BCI system it has great significance.

However, on how to choose multi-classification method of support vector machine, there is still no fast-track approach which is systematic and has guiding significance. This paper is to finish the choice through multiple ways of testing. Therefore, in the viewpoint of supporting vector machine applied to the issue of pattern recognition there is still much research space. So multi-class pattern recognition evaluation system should be established from BCT system as a whole, considering the choosing methods of the samples, the judgment of the classifier is reliability.

In addition, it has great significance to study EEG’s relation with different characteristics of identities, to find the general categorization of EEG among people and study the EEG general processing model which is more appropriate to specific individual under some specific mode.

<table>
<thead>
<tr>
<th>Multi-classification Method</th>
<th>Kernel Function</th>
<th>Kernel Parameter</th>
<th>C</th>
<th>Support Vector Number</th>
<th>Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>Poly</td>
<td>( y = 10, d = 10, t = 1 )</td>
<td>1</td>
<td>37</td>
<td>90%</td>
</tr>
<tr>
<td>DT</td>
<td>Rbf</td>
<td>( \sigma^2 = 10 )</td>
<td>100</td>
<td>50</td>
<td>80%</td>
</tr>
<tr>
<td>MOC</td>
<td>Rbf</td>
<td>( \sigma^2 = 2 )</td>
<td>1</td>
<td>60</td>
<td>65%</td>
</tr>
</tbody>
</table>
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