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ABSTRACT

English proficiency has become essential for Japanese people in
today’s globalized society. However, since the structure of the
Japanese language is very different from that of English, it has
proven difficult for Japanese people to create natural and fluent
English sentences without specialized training. We developed
a support system for English composition using a new method
which addresses this issue. The main characteristic of the
system is the use of a dictionary of similar sentence patterns.
This dictionary was developed by defining a new distance
measurement between sentences that emphasize expressions at
the end of a sentence in a Japanese text due to the head finality
of Japanese. Our experiment revealed that in terms of fluency
of translation, higher scores were obtained with this system, in
comparison with the singular use of a word dictionary. Also,
in terms of both adequacy and fluency, the average values with
this system exceeded those with traditional support systems for
English composition considered in this study.

Keywords: Support System for English Composition, Corpus,
Similarity, Clustering, Patent Sentences.

1. INTRODUCTION

Systems to support English composition or to translate Japanese
sentences into English have already been put into practical
application [1]; however these systems still present many issues.
The template type support systems for English composition are
widely commercialized and are suitable to handle stylized
documents such as business letters,' but their field is rather

! http://pf.toshiba-sol.co.jp/prod/hon_yaku/business/index_j.htm

62 SYSTEMICS, CYBERNETICS AND INFORMATICS

narrow and applicability is considered limited [2].
Corpus-based translation systems have been extensively studied
in recent years in order to solve this shortcoming [3-8]. This
method involves extracting example sentences or similar
sentences from the corpus by entering a keyword or key
sentence. It is possible with this method to extract similar
sentences using a large volume of adequate corpus; therefore,
there are numerous studies on how to create a large volume of
corpus and find similar sentences using this method. However,
because of the high volume of similar sentences, this
necessitates employing a skilled translator to authenticate the
precise meaning of similar expressions. Thus, the task is to
present similar sentences of higher quality and exactitude which
reflects the intentions of the user. It follows from the above
that the crucial factor in extracting adequate sentences from the
corpus in the translation memory is the appropriate type of
algorithm employed for this process.

In a related study, Wang and lkeda [9] examined sentence
patterns and structures. This study did take into consideration
the structural characteristics of Japanese sentences; however, it
is not applicable to the English language, because it only
focused on the existential sentences using “aru” and “iru,”
dealing with the translation between Japanese and Chinese. In
addition, in the study by lkehara et al. [10] a dictionary of
sentence patterns targeting compound and complex sentences
was constructed, but it did not have the function of a translation
support system. Furthermore, Taniguchi et al. [11] focused on
head finalization, a characteristic of Japanese sentence structure.
Their study employed the method of shifting the word order of
an original language into that of the target language before
conducting statistical machine translations, and therefore it did
not create a dictionary. Finally, Amano et al. [12] investigated
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on retrieving sets of English sentences for English composition.
This study proposed the generalization method to display
simplified sample sentences, thereby not paying attention to the
sentence-end expressions of Japanese.

In this study, an algorithm was developed to define a new
distance measurement between sentences by focusing on
sentence patterns and to present similar sentences according to
the distance. This algorithm is characterized by its focus on
the end of a sentence. This is considered significant since
Japanese is a head-final language in which the head phrase
follows the dependent. To evaluate the effectiveness of this
algorithm, experiments on test subjects were conducted twice,
to verify the difference in average values using the data
obtained. As a result, it has become evident that in terms of
fluency of translation 1% significance level was obtained in this
support system, compared with the case where subjects only
used a word dictionary. Although a difference of 5%
significance level was not attained in adequacy and fluency in
comparison with SCOPE? [13] by Sakai, et al., the average
values were proved to be higher.

The remainder of this paper will address the following topics:
Chapter 2 describes the development of a dictionary of similar
sentence patterns.  Chapter 3 illustrates the evaluation
experiment with a prototype and resulting discussion. Chapter
4 discusses characteristics, evaluation and results of this system.
Finally, Chapter 5 provides summary of the paper and future
tasks.

2. DEVELOPMENT OF A DICTIONARY OF SIMILAR
SENTENCE PATTERNS

We develop a dictionary of similar sentence patterns by
focusing on sentence-end expressions in the Japanese language.
Here, “similar sentence patterns” means a Set of sentences
obtained by the clustering methods described in subsection
2.1.2 and 2.1.3. Also, we call the closest sentence to the centroid
of the cluster the “representative sentence.” By gathering all
representative sentences of the clusters, we can construct a
dictionary of similar sentence patterns.

This dictionary uses distance between sentences, newly defined
to extract similar sentences. The distance between sentences
was traditionally defined with similarity in words used in a
source Japanese sentence, or similarity in the length of the word
count in general. While translation of a word itself can be
easily obtained, it is relatively difficult to specify the sentence
structure or sentence pattern. Furthermore, the meaning is
often determined by the end of a sentence, previously referred
to as a head final characteristic. For example, an interrogative
and subtle nuance of a sentence in Japanese are determined
largely by the last phrase. Consequently, if the distance
between sentences can be defined that focuses on sentence-end
expressions, it is easier to extract sentences with similar
sentence patterns.

To focus on sentence-end expressions, dependency structure of
a sentence is analyzed and the distance between sentences is
defined to minimize the cost of correspondence between
phrases for which the depth from the root phrase is deep. A
root phrase is at the highest destination as a result of
dependency structure analysis, and comes at the very end of a
sentence. This relates to the fact that Japanese is a typical

2 http://scope.itc.nagoya-u.ac.jp/
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head final language. Similarity of sentence patterns as a major
framework can be captured by defining with this policy, rather
than exceptional sentences including inversion. Focusing on
the information on the depth from the root phrase is the
characteristic of this system.

2.1. Flow to Prepare the Dictionary of Similar Sentence
Patterns

The procedure to prepare the dictionary of similar sentence
patterns by using the distance between sentences is overviewed
in Figure 1.

Japanese sentences in a Japanese-English bilingual corpus are
analyzed by morphological and dependency analyzers and then
converted into dependency trees. A cluster analysis is
conducted on a set of dependency trees and a data aggregate is
created by the two steps described below.

Clustering in Figure 1 is a method to collect sentences with a
close distance with the furthest neighbor method, and a
dictionary can be developed by building the aggregate (cluster)
of these sentences and extracting “representative sentences® by
each sentence pattern. Clustering should be performed in
accordance with the distance matrix created with the distance
between every sentence; however, it is performed with two
steps to reduce the cost for calculation. First, we adopt a
policy to keep the calculation time realistic by collecting
sentences with corresponding sentence-end expressions to
create a temporary cluster of sentences (clustering by sentence
end) and performing clustering only with many sentences in this
temporary cluster of sentences based on the distance between
sentences. The cluster created as a result of clustering
becomes the candidate of sentence patterns. The centroid
sentence is selected as the representative sentence for the
relevant cluster by using the distance matrix of the cluster. By
collecting these sentences, it is possible to create an index based
on the dictionary of similar sentence patterns. Sentences in the
cluster are indicated for each index. Each process is explained
in detail below.

Japanese English Corpus analysis Clustering by
bilingual corpus (morphologial analysis, |$ theendofa
(NTCIR-7 dependency analysis) sentence

PATMT data [14])

Distance based on
|f'> clustering of sentences

Dictionary of

which have the same Similar Sentence
sentence end Patterns

Figure 1: Process to prepare the dictionary of similar sentence
patterns

2.1.1. Corpus Analysis: The method to analyze
entered sentences is described in this section. Morphological
analysis and dependency analysis are conducted in connection
with the Japanese-English bilingual corpus used for training

3 . . )
Here, “representative sentence of a cluster” is defined by the closest
sentence to the centroid of the cluster.
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professional translators consisting of patent documents with
approximately 1,800,000 model sentence pairs (PATMT)
provided by NTCIR-7 [14], to convert them into a phrase
dependency format by each morpheme unit. ChaSen [15] and
CaboCha [16] are used for morphological analysis and
dependency analysis, respectively. Next, the CaboCha output
file is converted into a dependency format by each morpheme
unit, which is further converted into a file in a phrase
dependency format by each phrase unit. (“Phrase unit” means a
chunk in the Japanese language (bunsetsu).) So that it can be
processed by each phrase. PATMT corpus was used because
patent documents are similar to scientific and technical
sentences and this was the only large-scale bilingual corpus
available for this purpose at the present time.

Since it is necessary to add phrase features in subsequent
processing, we defined heading and depending features (Table
1) attached to each phrase to create an extracted file of phrase
features.

Table 1: Phrase features

Heading Features Depending Features
MEANING SYMBOL MEANING SYMBOL

Noun N Adverbial Modification |y
Predicate Vv Adnominal Modification |t
Verbal Noun NV Adverbial or .
Predicate Noun NV Adnominal Modification v
Adverb, Adnominal |E Biding Particle "Ha" h
Conjunction NV Final s

The file in a phrase dependency format by each phrase unit
prepared in the above processing is merged into the extract file
of phrase features to create a merge file of dependency and
phrase features. Sentence-end expressions are extracted from
the merged file to create a file of sentence-end expressions. A
file is created by adding the data on the dependency depth that
represents the dependency count to the root phrase (phrase at
the end of a sentence). Regarding the dependency depth, the
depth from the root phrase is defined as the path length for each
phrase to reach the root phrase along depending features.

2.1.2. Creation of Cluster by Sentence-End
Clustering: A cluster is prepared by collecting sentence-end
expressions.  For this purpose, sentence-end expressions in the
file of sentence-end expressions created earlier are divided by
phrase count. The phrase count is divided into one phrase, two
phrases and three phrases, which are then filed. Four or more
phrases are ignored due to the calculation volume.
Sentence-end expressions are then collected by phrase count to
create a cluster of sentence-end expressions. Since many
sentence ends have one to three phrases, we used three types of
phrase counts. For example, the sentence-end expression (7%
S(eru) / = & 73(kotoga) / T & B (dekiru) / “‘can be
obtained”) consists of three phrases, and the sentence-end
expression (#4775 (setsumeisuru) / “explain”) consists of
one phrase.

2.1.3. Creation of a file in which sentences with
the same ending are clustered by distance: The distance of
sentences with the same sentence end is calculated for
clustering. For this purpose, three steps are taken as follows:

(1) Creation of a file with clustering by distance
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A file by sentence-end expression is created from the
dependency depth file as well as from the data with collection
of sentence-end expressions. For realistic calculation of the
distance, only phrases with a depth level 3 or less are kept to
calculate the distance between each sentence within the file and
create a file of calculation results of the distance between
sentences (the calculation method of the distance between
sentences is explained in 2.2). Furthermore, the data on
distance calculation is clustered to create a file with clustering
by distance. An example of dependency depth file is shown
below (Figure 2).

181
IPIOILI3IFAEE VA3 1 INIDIt|/P| | the fluid pressure eylinder 31
IPI115121#F& NI [hIPI

when___isused

IPI2141 3R INIA 1y 1P| fluid

IPI314131F&%ZI1EI Iyl /PI gradually
IP14151 2| BHHE A INV] [t]/P] applied

IPISI6I1IZ& INI& Iy|/PI (There is no English equivalent expression)
IPIGI-1I01E%E VI, [sI/P] is

1/S1

Figure 2: Example of dependency depth file

The following indicates the makeup of Figure 2.

| P | Dependent Phrase No. | Head Phrase No. | Depth |
Heading Word | Heading Feature | Depending Word |
Depending Feature | /P |

Also, the following examples illustrate dependency (Figure 3)
and depth (Figure 4).

Dependent |Head

Phrase No. |Phrase No. Heading Word / Depending Word

WHEL V531 | @

the fluid pressure cylinder 31
L= =S

when. . .is used

yidk | A8

fluid

B’z

gradually

PHEhs

applied

zE |

(There is no English equivalent expression)
25,

is

0 1

UﬁU{ iu | Ju

Figure 3: Example of dependency
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Example sentence
(When the fluid pressure cylinder 31 is used, fluid is gradually applied. )

75 | o

18

Depth level 0

|
=
(There is no English

equivalent expression)
I

[ 1
- =l S Heighd

when---is used applied

Depth level 1

Depth level 2

FAELYLE31 | @
Depth level 3 |  the fluid pressure
cylinder 31

kA ®eIc
fluid gradually

Figure 4: Example of depth

(2) Creation of an extract file of sentence ID containing
sentence-end expressions

From both the dependency depth file created and the data with
the collection of sentence-end expressions, sentence ID with
sentence-end expressions described in the data with the
collection of sentence-end expressions are extracted by each
sentence end to create an extract file of sentence ID containing
sentence-end expressions.

(3) Creation of a file in which sentences with the same ending
are clustered by distance

Three files, including the one with sentences targeted for
analysis (sets of sentences extracted from NTCIR-7 PATMT as
the target for analysis), the one with sentences clustered by
distance, and the one from which the sentence ID was extracted
are merged to create the dictionary of similar sentence patterns
(or a file in which the same sentence endings are clustered by
distance). Sentences representing the cluster explained in 2.1
are added as indices to each cluster in the dictionary of similar
sentence patterns.

2.2. Algorithm to Calculate Distance between Sentences

The algorithm is defined to calculate the distance between
sentence a and sentence b in this section. In the case of this
support system for English composition, sentence a is a
Japanese sentence as the target of translation and sentence b is a
sentence taken from the database. For preprocessing,
morpheme analysis with ChaSen and CaboCha, phrase analysis,
and dependency structure analysis are conducted for both
sentences a and b to decompose them into phrases.  After that,
heading features and depending features of phrases indicated in
Table 1 are automatically attached to each phrase to extract the
dependency depth data. The following algorithm is performed
after the above preprocessing. Values for each type of
parameters are empirically determined at this time.

1) | and | represent the phrase number and phrase count of
sentence a, respectively (i =1,---,1). k and K represent
the phrase number and phrase count of sentence b, respectively
(k =1,---,K). The beginning dummy phrase i =0 is
considered for sentence a, and the beginning dummy phrase
k = O isconsidered for sentence b as well.

2) The distance between sentences is considered as the upper
limit (1.0 in this case) when the following conditions are

ISSN: 1690-4524
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satisfied.

(1) The phrase count for sentence a is less than 5 and the
difference of the phrase count between sentences a and b
is 2 or more.

(2) The phrase count for sentence a is less than 10 and the
difference of the phrase count between sentences a and b
is 3 or more.

(3) The phrase count for sentence a is 10 or more and the
difference of the phrase count between sentences a and b
is 4 or more.

3) If the above is not applicable, the cost of correspondence
between phrases Ci. is calculated as follows in regards to all
pairs of phrases. In this case, cost, is determined by the

consistency level of the word forms, depending features and
heading features between phrases. The smaller of the depth of

the phrase i and phrase K from the root phrase is considered
as depth,i.e., cost, = Q- depth

C,; « = cost, xcost,
- The content word form and function word form of phrase i
and phrase Kk are consistent. = cost, = 0.0
- The heading feature and function word form of phrase i and
phrase k are consistent. = cost, =0.2
- The function word form of phrase i and phrase k is
consistent. = cost, = 0.4
- The heading feature and depending feature of phrase i and
phrase k are consistent. = cost, = 0.6
- The depending feature of phrase i and phrase k is
consistent. = cost, = 0.8
- The heading feature of phrase i and phrase k is consistent.
= cost, =0.9
- There is no consistency between the phrase i and phrase k.
= cost, =1.0
4) The accumulated cost of correspondence between phrases
d;, is calculated as follows in regards to all pairs of phrases.
The accumulated cost of correspondence between phrases is
expressed as dg, =k in the case of i=0 and k=1,---,K
and dig=i inthecaseof k=0 and i=1,---,1 forthe
purpose of initialization.

d; =min {di—l.k—l + G iy + Gy iy + Ci,*}

C*,k — 2—depth(k)

C.= 2—depth(i)

i,
5) The distance between sentences is obtained with ¢ .

Consistency in the root phrase (phrase at the end of a sentence)
is the most important for the distance between sentences
calculated in this way, and the level of importance decreases as
the depth from the root phrase becomes deeper by definition.
Similarity in sentence patterns is determined with a definition
that focuses on sentence-end expressions. It is confirmed with
this calculation procedure that the distance between sentences
can be calculated as 0.263 when sentences a and b are described
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as (CHUCLD, M= 52 PRESLHICHS 7524
P TE S, "In this way, the length of the female contact can be
made even shorter.”) and —(JF7FA > IR E ITIULIE
NF 58 982 A5 T&E B, "The higher the dissolved
ozone density is, the shorter the injection time might be
made.”) , respectively. The cost and the accumulated cost of
correspondence between phrases are indicated in Tables 7 and
in Table 8, respectively.

Heading feature value of a head phrase and depending feature
value of a dependent phrase must correspond. For example, if
a head phrase has the heading feature value “Noun,” the
dependent phrase should have the depending feature value
“Adnominal Modification” or “Adverbial or Adnominal
Modification.” Thus, heading feature value and depending
feature value are crucial in determining structural similarity of
sentences.

3. EVALUATION EXPERIMENT WITH APROTOTYPE

To evaluate the effectiveness of the dictionary of similar
sentence patterns developed with the method in the above
section, a prototype of the support system for English
composition was prepared by incorporating this dictionary for
the purpose of an evaluation experiment.

3.1. Overview of the Support System for English
Composition

First, an overview of the support system for English
composition using the dictionary of similar sentence patterns is
given below. Figure 6 illustrates the user interface of the
support system for English composition, consisting of the area
to enter Japanese sentences and to indicate sentences with
similar sentence patterns. Relevant sentences with similar
sentence patterns are indicated in the order of the distance
between sentences (similarity level) by entering Japanese texts
and clicking the search button. Figure 5 is the structure of the
support system for English composition. First, the Japanese
sentence to be translated is entered in the area designated for
user input in the interface. Next, by clicking the search button,
morpheme analysis with ChaSen and dependency structure
analysis with CaboCha is performed on the entered sentence.
Then, pattern matching is performed in the dictionary where
sentences with similar patterns were stored. Distance between
the input sentence and representative sentences of the clusters in
the sentence pattern dictionary is calculated and the data in the
nearest cluster are displayed to the user. The distance focusing
on sentence ends (Section 2.2) is calculated at this time. Pairs
of Japanese and English sentences are displayed in the area to
indicate sentences with similar sentence patterns in the order of
closer distance out of all indices. All sentences within the
relevant cluster can be viewed from each pair, based on which
the translator creates English sentences.

66 SYSTEMICS, CYBERNETICS AND INFORMATICS

User Analysis of the sentence
Entered . entered (morpheme analysis,
sentence E> interface E> dependency analysis)

Matching

User
1) Sentence end .
E> EZ; Distance | interface [< Display

Dictionary of

Similar Sentence
Patterns

Figure 5: Structure of support system for English composition
3.2. Evaluation experiment

The evaluation experiment at this time is conducted by creating
a prototype of the support system for English composition.
Rather than analyzing entered sentences with ChaSen or
CaboCha with the prototype, we adopted a method in which the
distance for example sentences are calculated in advance and
displayed in the area to indicate sentences with similar sentence
patterns in the order of similarity level in regards to 24 Japanese
sentences.

The experiment was conducted twice in 2011 and 2013. There
were 12 subjects in the first experiment, where English
sentences composed by using this system and a word dictionary
were compared. Distribution of TOEIC scores of the subjects
is indicated in Table 2. The subjects were undergraduate
students, and scientific and technical documents (patent
sentences) were targeted for translation.

Table 2: TOEIC scores for subjects in experiment 1

TOEIC scores for subjects
500-599| 600-699| 700-799| 800-899

Number of people 4 3 3 2

The experiment was conducted using a cross validation method
to eliminate the influence of the subjects’ ability to create
English sentences, as well as fatigue due to the prolonged task
of composing a composition in English.

First, 24 problems were divided into two groups to make them
appear at a similar level of difficulty at first glance. These two
groups are referred to as Problem X and Problem Y respectively.
Next, the subjects were divided into four groups to average their
English proficiency and named in order as the Groups 1 to 4.
The experiment was conducted by each group as indicated in
Table 3.

VOLUME 14 - NUMBER 6 - YEAR 2016 ISSN: 1690-4524



Table 3: Grouping and experimental procedure with the cross
validation method

Group 1 Group 2 Group 3 Group4
Solve Solve Solve Solve
Session | Problem X Problem Y Problem X Problem Y
1 by using by using by using a by using a
this system | this system | dictionary dictionary
Rest 15 minutes | 15 minutes | 15 minutes | 15 minutes
Solve Solve Solve Solve
Session | ProblemY Problem X Problem Y Problem X
2 by using a by using a by using by using
dictionary dictionary this system | this system

English sentences composed by the subjects in the experiment
were manually evaluated by using adequacy and fluency [12].
Adequacy was evaluated by a native Japanese speaker teaching
English at college and fluency was evaluated by a native
English speaker teaching English at college. The highest and
lowest scores are 5 and 1, respectively.

As an analysis method, the difference in average values for
adequacy and fluency were tested on the implemented data.

Table 4: Test results of adequacy and fluency in experiment 1

Adequacy | Fluency
This system 2.681 3.084
Dictionary 2.496 2.821
. Significant probability

giefsfgrr;?]gg it::e assuming equal variances 0.050 0.002

W0 (two-tailed)

population Significant probability not

mean values assuming equal variances 0.050 0.002
(two-tailed)

N=238+240

Evaluation results of statistical processing are indicated in Table
4. The table clearly indicates that the average values were
higher for both adequacy and fluency when the support system
for English composition was used in comparison with the
singular use of a word dictionary. Regarding the testing of the
difference in two population mean values, they are significant:
95% and 99% or higher, respectively. These results suggest
that this system improve accuracy and is superior in
consideration for improved fluency in English sentences
composed.

For the second experiment, SCOPE? [13], a free system to
search phrases provided by Nagoya University, was used
instead of a dictionary following the same procedure as the first
experiment. ~ Although the system of SCOPE differs from ours,
both aim to support composing scientific and technical
sentences, while at the same time being able to output example
sentences.

The subjects were comprised of 12 postgraduate students
specializing in computer science with the task of translating
material in their field of study. A situation closer to the one
where students compose English sentences in the area of their
specialty was created in this way. Distribution of TOEIC
scores for the subjects is indicated in Table 5. Two subjects
had TOEFL scores only, which were converted into TOEIC
scores according to the score conversion guideline by IELTS
NAVI*,

2 http://scope.itc.nagoya-u.ac.jp/
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Table 5: TOEIC scores for subjects in experiment 2

TOEIC scores for subjects
200-299| 300-399| 400-499| 500-599| 600-699| 700-799

Number of people 1 2 2 5 1 1

In the same way as experiment 1, English sentences composed
were manually evaluated by using previously established
benchmarks relating to adequacy and fluency.

As an analysis method, testing similar to experiment 1 was
conducted.

Table 6: Test results of adequacy and fluency in experiment 2

SYSTEMICS, CYBERNETICS AND INFORMATICS

Adequacy | Fluency
This system 2.801 3.028
SCOPE 2.743 2.917
. Significant probability
dTﬁffgr”e?]gg f;‘e assuming equal 0603 | 0393
variances (two-tailed)
two — —
opulation Slgnlflcanf[ probability
P not assuming equal 0.603 0.393
mean values . )
variances (two-tailed)
N=144x2

Evaluation results of statistical processing are indicated in Table
6. As clearly indicated in the table, average values were
higher for this system in comparison with the control system
(SCOPE) for both adequacy and fluency, even though a
difference at 5% significance level was not obtained.

4. DISCUSSION

Evaluation of this system and results are discussed in this
section.

Evaluation experiments were conducted in this study targeting
scientific and technical documents (patent sentences) by using
this proposed method first, and then by using a word dictionary.
Adequacy and fluency were manually evaluated. As a result of
evaluations with the testing of the difference in average values,
adequacy was found to be higher and fluency was proved even
higher with the use of this system. Therefore, it was clarified
by the experiments that this system could support not only
creating English sentences by which the meaning is correctly
communicated, but also composing natural English sentences in
terms of grammar and expression. We successfully
approached the goal of this study which was to help create a
better quality English composition compared with the use of a
dictionary- based system.

Comparison with SCOPE was conducted in the second
experiment. The results of this system showed that average
values were superior for this system; however variance was too
large to obtain 5% significance in the testing of the difference in
average values. It is probably because there were only 12
subjects. Differences will be clarified when the amount of data
increases. At least, this experiment indicated that quality of
the same level as SCOPE was successfully maintained.

4 http://ieltsnavi.com/score_conversion.html
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5. SUMMARY AND FUTURE TASKS

To facilitate extraction of sentence patterns, considered crucial
in Japanese-English translation, we proposed a method of
focusing on the end of a sentence, in place of the traditional
type that extracts candidate sentences with matching keywords
only. With this method, sentences with similar sentence-end
structure are grouped with a clustering method to develop a
dictionary of similar sentence patterns with representative
sentences as indices. By using this dictionary, it is possible to
preferentially display multiple sentences with the same
sentence-end structure as the sentence to be translated. This
method is expected to demonstrate the effects of composing
natural-sounding English sentences that cannot be created with
machine translation which relies heavily on literal translation.
To confirm this, a prototype of the support system for English
composition was developed by using the dictionary of similar
sentence patterns. With this system, English sentences that
effectively incorporate information on sentence patterns can be
presented by entering a Japanese sentence itself, rather than
Japanese  keywords. Using this system, evaluation
experiments were conducted with subjects. The result proved
that when this system was used in comparison with the use of a
word dictionary only, both accuracy and fluency of composed
English sentences improved and the improvement of fluency
was particularly superior. The same level of quality was
successfully maintained in the case of comparison with a similar
system (SCOPE) as well.

Our future tasks include verification of adequacy in the distance
between sentences defined, as well as implementation of the
system by including corpora of other fields.

In addition, although experiments were conducted this time
comparing our system with SCOPE, more comparative
experiments may be performed involving different types of
translation support system, other than SCOPE (e.g. QRedit®

[18]).

It is necessary to conduct experiments with different subjects in
order to obtain more accurate results. It is our hope to acquire
new knowledge and realize further improvement of the system
by repeating the experiments.

Other tasks include whether or not the sentence pattern prepared
by defining the distance between sentences is consistent with
the so-called linguistic sentence pattern.  The distance between
sentences is empirically defined at the present stage. Thus,
linguistically adequate sentence patterns are not always
extracted. There is still some room for discussion in this
regard. It is also necessary to calculate the distance between
all sentences after target sentences are presented. We propose
collecting in advance similar sentences in the corpus into one
cluster rather than by calculating the distance between all
sentences. By narrowing the cluster, the effectiveness of the
system will be improved. Furthermore, we hope to improve
practical use by extracting and implementing sentences with
similar sentence patterns from corpora in other fields, without
limitation to patent sentences.

In any case, we hope to proceed with the implementation of a
support system of higher quality for English composition taking
into consideration the knowledge and tasks we obtained.

5 http://trans-aid.jp/index.php/stat/aboutus#qredit
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Table 7: Calculation results of the cost of correspondence between phrases (example)

Dependent
0 2 6 Phrase No
-1 Head
Phrase No.
3 0 Depth
3 =
= @D
a L8
P ._] 3
g F B
= - b _
2 i 2 E 2 g
o ﬁ s o =
N — =. ] 7
Cost of correspondence between phrases | [S4 /2 .| .|z
S, e’/ |2 gkgiig o
SsZ gL @@ 2ABBS|IE. BT
S ZR|ZUVSHETI|IEFS ET
S EESh 2HPD 2L ED
N \Y N NV N NV Heading
Feature
n Li 75_’ i Depending
(Ga) | (Ba) | (wWo) (Ga) | ° Word
Dependi
Y [ Y Yy vy s e
0 g;“bﬂ ) 0.000 | 1.000 1.000 | 1000 | 1.000 | 1.000 | 1.000
ummy
1 2 4 —y N IZ(Ni 1.000 | 0.038 0.063 | 0063 | 0063 | 0063 | 0.063
(This) Z(Ni) y . . I . } I )
2 5 3 &9 \Y 1.000 | 0.063 0075 | 0100 | 0125 | 0125 | 0.125
(Way) . y X I I . ) . )
M= ¥
7 ME
3 5 3 (The N % (Wo) y 1.000 | 0.063 0100 | 0025 | 0125 | 0125 | 0.125
female
contact)
4 5 3 35 E 1.000 | 0.063 0100 | 0100 | 0.00 | 0125 | 0.125
(Even) y . . N A A . A
LT D
5 6 2 (Made NV t 1000 | 0063 | 0125 | 0125 | 0000 | 0250 | 0500
shorter)
Ze&
There is no
6 7 1 English N 73 (Ga) y 1.000 | 0.063 0125 | 0125 | 0250 | 0.000 | 0.500
equivalent
expression.
7 -1 0 (f;f)é NV R s 1.000 | 0.063 0125 | 0125 | 0250 | 0500 | 0.000
Dependent Pl-t'ﬁ:ge Denth Heading Heading Depending | Depending
Phrase No. No P Word Feature Word Feature
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Table 8: Calculation results of the accumulated cost of correspondence (example)

Dependent
0 2 6 Phrase No
-1 Head
Phrase No.
4 3 0 Depth
3 =
= D
a ~ £
= = @
g | B
< = & m di
2| B 5 B g
STl B B B
Accumulated cost of correspondence | 573 [B. | . &
g a7 g glE g/ﬁg- =
sZ 38 EhEsE- BS
RN = b B lg & B2 g =
3 = @ 3 a ® =
Sl SE Sh2HE BEEBED
N \Y% N NV N NV Heading
Feature
n li % n Depending
(Ga) | (Ba) | (Wo) Ga) | ° Wword
y y y t y S D;pepding
eature
0 (D:_) 0.000 | 1.000 2000 | 3000 | 4000 | 5.000 | 6.000
ummy
h .
1 2 4 . N z 1.000 | 0.038 0100 | 0163 | 0225 | 0288 | 0.350
(This) (= (Ni) y
2 5 3 (%ND) \Y . y 2.000 | 0.100 0113 | 0200 [ 0325 | 0450 | 0575
ay
M=%
7 bR
3 5 3 (The N % (Wo) y 3.000 0.163 0200 | 0.38 0263 | 0388 | 0513
female
contact)
4 5 3 I BIC E y 4000 | 0.225 0263 | 0263 | 0238 | 0363 | 0488
(Even)
BT D
5 6 2 (Made NV t 5000 | 0.288 0388 | 0388 | 0263 | 0513 | 0.763
shorter)
ek
There is no
6 7 1 English N 73 (Ga) y 6.000 | 035 | 0513 | 0513 | 0513 | 0263 | 0.763
equivalent
expression.
7 -1 0 TS NV . S 7.000 | 0413 0638 | 0638 | 0763 | 0763 | 0.263
(can)
Head . . . .
Dependent Heading Heading Depending | Depending
Phrase No. Prlllrsse Depth Word Feature Word Feature

* Shaded cells are indicating correspondence between phrases at the shortest path.
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MXAREES RAT A - —

1. Entering Japanese text 3. Relevant sentences with similar
BEMXLEORREARLEY. l sentence patterns are indicated
MXEIL—FYER—ZFLTIEEL,

Liztf>T, EVa—NLNEBEEOERET 7 ERAZ0EE $3ICE. COLIBLI—FRIOERBEIZELT. 81 ~
BNISFEREBTISZCEARETCHA.

| #% [«— 2. Clicking the search button

spUxs toRR (Japanese Sentences with Simular Sentence Patterns and their English Translations)
BRORTIBMUAXOF—HETY. (Each Number Indicates the Similarity Level between Sentences in the Order of Distance.) i

v

1
0. 43984375

LESST, 120XV ESEFRSART FLACHBLESRESEZ FLAEHBLESEROEAThA S, BEHOT—4
HENEhDICEMDETHS. !

Therefore, B data must be output from respective regions in one bank corresponding to an even numbered address and an
odd numbered address.

2

0. 4609375

:gbli\;gz“za FoA4 TEBEOBRELEOLEDER. BSE~Ny FOFLRER (VY714 F - NS FEHFTD) EERZHHC
On the other hand, to increase the recording density of a hard disc drive apparatus, it is necessary to reduce the
guaranteed minimum flying height (so-called glide height) of the magnetic head

3

0. 61875

o T, XC—LOHEA VALY XOBAORMARZSXET « xakit:autnﬁtzn7x aisx LTk, D/v=0, 47
0. 56um/v% (A/NA) TREELEESEZOEHBISICENDETHS.

For this reascen, in an optical disk apparatus in which the wavelength . lambda. of the light beam and the numerical
aperture of the cbject lens are different from those of the above apparatus, a value cbtained by normalizing D/v=0.4 to
0.55 .mum with . lambda. /NA the optimal parameter value, needs to correspond to the above value.

4

0. 634375

i%ggtl SFEHEEZCPUMERLZL{HF I ik, ASFETHRICEXYRDLNI 2ZRTETMCORART 2R IFE &4
'ﬂ‘.el'el'ou;h vertex data ar the two-dimensional coordinates that are obtained by perspective transformation should be used
as a base so that the CPU 11 can efficiently determine a collision has occurred.

5

0. 46875

FCC, MAFEREOXE/ TR I 7ANERAELEREZL., TORBEAAF-ERISCEMRETCHS.

lrt)e'% faooor?mgly mneoessary to record information indicating which document/data file the user has read and to present
t nformation to the user

8

0.65

=W, SwFEHE11ala =y b7 FLRAEASLAT—L2 L LTRELTVS NS, YYFPAT—RCHOTATFELASDE
RIVAT—REERT B EDRTHS. s, ) .

On the other hand, the latch circuit 11a is retaining the unit address as parallel data, and therefore, the write
address SD being the serial data is regquired to be converted into parallel dara

7

0.7875
5. BEOBACE, 1 CH—F10SNREREE1 40BRSETEH IO LHBTECHS.
In the latter case, the balance stored in the sum information storage 14 of an IC card 1 is required to be updated

8
_n_ 797375

Figure 6: User interface of the support system for English composition

ISSN: 1690-4524 SYSTEMICS, CYBERNETICS AND INFORMATICS VOLUME 14 - NUMBER 6 - YEAR 2016

71



	SA807TD16.pdf

