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                            ABSTRACT 

This Invited Paper pertains to subject of my Plenary 

Keynote Speech at the 17
th

  World Multi-Conference 

on Systemics, Cybernetics and Informatics (WMSCI 

2013) held in Orlando, Florida on July 9-12, 2013. 

The title of my Plenary Keynote Speech was: 

“Dimensionalities of Computation: from Global 

Supercomputing to Data, Text and Web Mining” but 

this Invited Paper will focus only on the 

“Computational Dimensionalities of Global 

Supercomputing” and is based upon a summary of 

the contents of several individual articles that have 

been previously written with myself as lead author 

and published in [75], [76], [77], [78], [79], [80] and 

[11]. The topics of these of the Plenary Speech 

included Overview of Current Research in Global 

Supercomputing [75], Open-Source Software Tools 

for Data Mining Analysis of Genomic and Spatial 

Images using High Performance Computing [76], 

Data Mining Supercomputing with SAS™ JMP® 

Genomics ([77], [79], [80]), and Visualization by 

Supercomputing Data Mining [81]. 

 

OVERVIEW OF CURRENT RESEARCH IN 

GLOBAL SUPERCOMPUTING 

The objective of this research is to present the 

concepts of supercomputing, explore its technologies 

and their applications, and develop a broad 

understanding of issues pertaining to the use of 

supercomputing in multidisciplinary fields. It aims to 

highlight the historical and technical background; 

architecture; programming systems; storage, 

visualization, analytics, state of practice in industry, 

universities and government; and numerous 

applications ranging from such areas as 

computational earth and atmospheric sciences to 

computational medicine.  

 

This paper discusses the definition of 

supercomputers, current status of world 

supercomputers, an overview of applications of their 

use in research, contents of a forthcoming co-edited 

book on supercomputing, and references for 

additional research. 

DEFINITION OF SUPERCOMPUTER 

A supercomputer is a computer at the frontlines of 

current processing capacity and speed of calculations. 

Supercomputers were introduced in the 1960s. The 

supercomputers of the 1970s used only few 

processors, and in the 1990s machines with 

thousands of processors began to appear, and by the 

end of the 20th century supercomputers with 

massively parallel computing systems composed of 

tens of thousands of processors. Supercomputers of 

the 21st century can use over 100,000 processors 

including those with graphic capabilities. 

 

Supercomputers are used today for highly-intensive 

calculation tasks for projects ranging from quantum 

physics, weather forecasting, molecular modeling, 

and physical simulations. Supercomputers can be 

used for simulations of airplanes in wind tunnels, 

detonations of nuclear weapons, for splitting 

electrons, and helping researchers study how drugs 

help against the swine flu virus. 

 

Supercomputing can be in the form of grid 

computing in which the processing power of a large 

number of computers is distributed, or in the form of 

computer clusters in which a large number of 

processors are used in close proximity to each other. 

 

CURRENT STATUS OF WORLD 

SUPERCOMPUTERS 

Tianhe-2, a supercomputer developed by China’s 

National University of Defense Technology, is the 

world’s new No. 1 system with a performance of 

33.86 petaflop/s on the Linpack benchmark, 

according to the 41
st
 edition of the twice-yearly 

TOP500  [101] list of the world’s most powerful 

supercomputers. The list was announced June 17 

during the opening session of the 2013 International 

Supercomputing Conference in Leipzig, Germany. 

Figures 1(a) and 1(b) list top 10 supercomputers in 

the world as of June 2013.  
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Figure 1(a): Top Supercomputers in the World as of 

June 2013 – Number 1
st
 to 5

th 

Source: http://www.top500.org/lists/2013/06/
 

 

The Cray XK7 "Titan", completed in 2012 and 

installed at the U.S. Department of Energy Oak 

Ridge National Labs, is currently the 2
nd

 fastest 

supercomputer in the world at 17.59 petaflops, 

consuming 8209 kilowatts of power or 17.5 million 

billion mathematical calculations per second — on 

the Linpack benchmark tests to qualify for the list. 

The Cray machine reportedly has a peak capability of 

more than 27 petaflops.  

Figure 1(b): Top Supercomputers in the World as of 

June 2013: Numbered 6
th

 to 10
th

 

Source: http://www.top500.org/lists/2013/06/ 

 

Read more: 

http://www.wptv.com/dpp/news/science_tech/titan-

cray-xk7-supercomputer-oak-ridge-national-

laboratory-has-worlds-fastest-

computer#ixzz2E7QurrUT 

 

The Indian government has stated that it has 

committed about $940 million to develop what could 

become the world's fastest supercomputer by 2017, 

one that would have a performance of 

1 exaflop, which is about 61 times faster than today's 

fastest computers (Reference: 

http://articles.timesofindia.indiatimes.com/2012-09-

17/hardware/33901529_1_first-supercomputers-

petaflop-fastest-supercomputer).  

 

OBJECTIVE OF THE RESEARCH 

The objective of this research is to present the 

concepts of supercomputing, explore its technologies 

and their applications, and develop a broad 

understanding of issues pertaining to the use of 

supercomputing in multidisciplinary fields. It aims to 

highlight the historical and technical background; 

architecture; programming systems; storage, 

visualization, analytics, state of practice in industry, 
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universities and government; and numerous 

applications ranging from such areas as 

computational earth and atmospheric sciences to 

computational medicine. 

 

This invited paper not only presents an overview of 

global supercomputing but also of topics for future 

research in supercomputing. The study of 

supercomputing not only entails a study of the 

background and applications of supercomputing, but 

also the architecture and peripherals of clouds, 

clusters and grids, programming systems, storage, 

visualization and analytics, and state of practice of 

supercomputing around the world. 

 

RESEARCH AREAS OF GLOBAL 

SUPERCOMPUTING 

Research areas of global supercomputing can be 

focused on the structure, practice, and applications of 

supercomputing such as represented by the following 

research areas. Possible topics for research pertaining 

to supercomputing may include but are not limited to 

the following as discussed in Segall et al. 

((2013)[75]): 

 

Research Area 1: Background of Supercomputing 

History of supercomputing 

Fundamentals of supercomputing 

Supercomputing hardware 

Supercomputing organizations 

Supercomputing centers and clusters 

 

Research Area 2: Supercomputing Architecture 

Processor architecture 

Chip multiprocessors 

Interconnect technologies 

Quality of service 

Network topologies 

Congestion management of supercomputers 

Power-efficient architectures 

Embedded and reconfigurable architectures 

Innovative hardware/software co-design 

Parallel and scalable system architectures 

Performance evaluation of systems architectures 

 

Research Area 3: Clouds, Clusters, and Grids 

Cloud supercomputing 

Grid supercomputing 

Virtualizations and overlays 

Data management and scientific applications 

Storage clouds architectures 

Programming models 

Tools for computing on clouds and grids 

Quality of service  

Tools for Integration of Clouds, Clusters, and Grids 

Management and monitoring  

Security and identity management 

Scheduling, load balancing, and resource 

provisioning 

 

Research Area 4: Programming Systems for 

Supercomputers 

Compiler analysis and optimization 

Libraries 

Parallel application frameworks 

Software engineering for parallel programming 

Solutions for parallel programming challenges 

Parallel programming for large-scale systems 

Performance analysis 

Productivity-oriented programming environments & 

studies 

 

Research Area 5: Storage, Visualization, and 

Analytics for Supercomputers 

Databases for high performance computing 

Data mining for high performance computing 

Visualization for modeling and simulation 

Parallel file, storage, and archival systems 

Storage systems for data intensive computing 

Storage networks 

Visualization and image processing 

Input/output performance tuning 

 

Research Area 6: State of Practice of 

Supercomputing 

Experiences of large-scale infrastructures and 

facilities 

Comparable benchmarks of actual machines 

Facilitation of “big data” associated with 

supercomputing 

Multi-center infrastructure and their management 

Bridging of cloud data centers and their management 

Procurement, technology investments, and 

acquisition of best practices 

Infrastructural policy issues and international 

experiences 

Supercomputing at universities 

Supercomputing in China, India, and around the 

world 

Supercomputing data mining 

 

Research Area 7: Applications of Supercomputing 

Bioinformatics and computational biology 

Computational earth and atmospheric sciences 

Computational materials sciences and engineering 

Computational chemistry, fluid dynamics, physics, 

etc. 

Computational and data-enabled social science 

Computational design optimization for aerospace, 

manufacturing, and industrial applications 

Computational medicine and bioengineering 
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OPEN-SOURCE SOFTWARE TOOLS FOR 

DATA MINING ANALYSIS OF GENOMIC 

AND SPATIAL IMAGES USING HIGH 

PERFORMANCE COMPUTING (HPC) 
High performance computing (HPC) utilizes 

supercomputers for data intensive computing of 

large-scale and distributed databases. This paper 

discusses an overview of open-source software tools 

that are available as free downloadable on the web 

for visualization of data at both the genomic and 

larger image formats.  

 

SAN DIEGO SUPERCOMPUTING CENTER 

(SDSC) 
San Diego Supercomputer Center (SDSC) houses the 

Triton Resource, “Dash”, and Protein Data Bank. The 

Triton Resource is currently under construction but 

when competed will provide as stated on SDSC [73] 

webpage supercomputing capabilities in three key 

areas: a large-scale disk storage facility called Data 

Oasis; a data analysis facility for petascale research; 

and a shared research cluster; all of which will be 

connected by a high-speed 10 gigabit network on the 

UC-San Diego campus.  

 

Some of these open-source software at SDSC for data 

visualization are: (1.) NCL (NCAR Command 

Language) [57] that can also read in binary and 

ASCII files, (2.) ParaView [63] that is a multi-

platform extensible application designed for 

visualizing large data sets, (3.) RasMol for molecular 

graphics visualization, (4.) Tecplot [89] which as a 

single tool allows one to analyze and explore 

complex data sets, arrange multiple XY, create 2-and 

3-dimensional plots with animation, (5.) VAPOR 

(Visualization and Analysis Platform for Ocean, 

Atmosphere, and Solar Researchers) [95], (6.) 

VisIT[96] that allows interactive parallel 

visualization and graphical analysis for viewing 

scientific data, (7.) VISTA [97] that is a multi-

threaded, platform independent, scalable and robust 

volume renderer, and (8.) VTK, which provides 3D 

computer graphics, image processing, and 

visualization. The reader is referred to Segall et al. 

((2010)[76]) for comparisons for some of the open-

source visualization software available at SDSC.  
 

CENTER FOR HIGH PERFORMANCE 

COMPUTING (CHPC) AT  

THE UNIVERSITY OF UTAH 

The Center for High Performance Computing 

(CHPC) at the University of Utah [21.] consists of 

three clusters: Updraft, Arches and Telluride. The 

Arches Clusters contains the TunnelArch that is the 

“data mining cluster” for jobs requiring large 

memory and consists of 48 nodes and  86 processors 

with 4 gigabytes of memory node. This “data mining 

cluster” is smaller than the DelicateArch which 

consist of 256 nodes and 512 processors and is the 

“parallel cluster” for “highly parallel” parallel jobs 

requiring high speed interconnects.  

 

Some of the open-source visualization software that 

is available at CHPC at the University of Utah are 

listed in Segall and Zhang ((2010)[76]). AutoDock 

[1] is a suite of automated docking tools. It is 

designed to predict how small molecules, such as 

substrates or drug candidates, bind to a receptor of 

known 3D structure. BLAST® (Basic Local 

Alignment Search Tool) [4] is a set of similarity 

open-source search programs designed to explore all 

of the available sequence databases regardless of 

whether the query is protein or DNA. The BLAST 

programs have been designed for speed, with a 

minimal sacrifice of sensitivity to distant sequence 

relationships. The scores assigned in a BLAST search 

have a well-defined statistical interpretation, making 

real matches easier to distinguish from random 

background hits. BLAST uses a heuristic algorithm 

that seeks local as opposed to global alignments and 

is therefore able to detect relationships among 

sequences that share only isolated regions of 

similarity.  

 

Dalton [15] is a molecular electronic structure 

program with an extensive functionality for the 

calculation of molecular properties at the micro-

levels of theory. The Dock [18] suite of programs 

addresses the docking of molecules to each other – 

(See Figure 2 below) identifying the low energy 

binding modes of a small molecule within the active 

site of a receptor molecule. This program can be used 

to predict binding modes, search databases of ligands 

for compounds that bind to a particular target 

receptor, and to examine binding orientations. 

 
Figure 2: Molecular structure generated using 

DOCK 6 Software 

[Source: http://dock.compbio.ucsf.edu/ 

DOCK6/tutorials/grid_generation/generating_grid.html ]  
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DATA MINING SUPERCOMPUTING WITH 

SAS™ JMP® GENOMICS 

According to NCBI (2007)[56], the detection, 

treatment, and prediction of outcome for lung cancer 

patients increasingly depend on a molecular 

understanding of tumor development and sensitivity 

of lung cancer to therapeutic drugs.  

 

NCI (2007)[58] states that the application of genomic 

technologies, such as microarray, is widely used to 

monitor global gene expression and has built up 

invaluable information and knowledge that is 

essential to the discovery of new insights into the 

mechanisms common to cancer cells, resulting in the 

identification of unique, identifiable signatures and 

specific characteristics. According to NCBI 

(2007)[56] it is likely that application of microarray 

may revolutionize many aspects of lung cancer being 

diagnosed, classified, and treated in the near future. 

NCBI (2007) used microarrays to detail the global 

gene expression patterns of lung cancer.  

 

The overall design of NCBI (2007)[56] as used in 

this paper consisted of adjacent normal-tumor 

matched lung cancer samples that were selected at 

early and late stages for RNA extraction and 

hybridization on Affymetrix microarrays. A total of 

66 samples were used for microarray analysis in 

NCBI (2007)[56], including pairwise samples from 

27 patients, who underwent surgery for lung cancer at 

the Taipei Veterans General Hospital, two tissue 

mixtures from the Taichung Veterans General 

Hospital, two commercial human normal lung 

tissues, one immortalized, nontumorigenic human 

bronchial epithelial cell line, and 7 lung cancer cell 

lines.  

 
Figure 3: Correlation analysis of principle 

components for lung cancer data 

(Source: Segall et al.(2010)[79]) 

Figure 3 above is computer output using SAS™ 

JMP® Genomis software on a supercomputer. The 

reader is referred to Segall et al. ((2010)[79], 

2010[80]) for other figures and results for data 

mining performed using SAS™ JMP® Genomics for 

Lung Cancer Data.  

 

SAS™ JMP® Genomics has a window called “basic 

expression workflow” that is the process that runs a 

basic workflow for expression data used to select 

variables of interest. The data used for the lung 

cancer and its associated tumors consisted of over 

22,000 rows representing genes and 54 columns 

representing samples. 

BACKGROUND OF SUPERCOMPUTING 

DATA MINING 

According to Wikipedia (2013a)[100], 

supercomputers or HPC (High Performance 

Computing) are used for highly calculation-intensive 

tasks such as problems involving quantum 

mechanical physics, weather forecasting, global 

warming, molecular modeling, physical simulations 

(such as for simulation of airplanes in wind tunnels 

and simulation of detonation of nuclear weapons).  

 

Sanchez (1996)[71] cited the importance of data 

mining using supercomputers by stating “Data 

mining with these big, super-fast computers is a hot 

topic in business, medicine and research because data 

mining means creating new knowledge from vast 

quantities of information, just like searching for tiny 

bits of gold in a stream bed”.  

 

According to Sanchez (1996)[71], The Children’s 

Hospital of Pennsylvania took MRI scans of a child’s 

brain in 17 seconds using supercomputing for that 

which otherwise normally would require 17 minutes 

assuming no movement of the patient. Researchers at 

the University of Pennsylvania received the 

Supercomputing ’95 Data Mining Research Award.   

 

Other applications of supercomputers for data mining 

include that of Davies (2007)[16] using Internet 

distributed supercomputers, Seigle (2002)[81] for 

CIA/FBI, Mesrobian et al. (1995)[50] for real time 

data mining, King (1999)[40] for Texas Medicaid 

fraud case investigation, and Curry et al. (2007) for 

detecting changes in large data sets of payment card 

data.  

 

Grossman (2006)[25] as Director of the National 

Center for Data Mining at the University of Illinois at 

Chicago cited in a report of funding 

acknowledgements several funded proposals by the 

National Science Foundation (NSF) such as a 

proposal entitled “Developing software tools and 
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network services for mining remote and distributed 

data over high performance networks” and another 

proposal entitled “Tera Mining: A test bed for 

distributed data mining over high performance 

SONET and Lambda Networks.” Other contributions 

to the development of data mining supercomputing 

include DMMGS06 (2006)[17] which conducted a 

workshop on data mining and management on the 

grid and supercomputers in Nottingham, UK, 

Grossman (2007)[26] who wrote a survey of high 

performance and distributed data mining, Sekijima 

(2007)[83] on application of HPC to analysis of 

disease related protein, Tekiner et al. (2007)[89] who 

co-edited a special issue on data mining applications 

on supercomputing and grid environments, and a 

entire book on large-scale parallel data mining by 

Zaki (2000)[107]. 

DATA VISUALIZATION USING Avizo® 

Avizo® software is a powerful, multifaceted tool for 

visualizing, manipulating, and understanding 

scientific and industrial data. Wherever three-

dimensional datasets need to be processed, Avizo® 

offers a comprehensive feature set within an intuitive 

workflow and easy-to-use graphical user interface. 

(VSG, 2009)[97]).  

 

Some of the core features of Avizo® include 

advanced 3D visualization by surface and volume 

rendering, scientific visualization of flow data and 

processing very large datasets at interactive speed, 

and 3D data exploration and analysis by displaying 

single or multiple datasets in a single or multiple 

viewer window, and navigate freely or around or 

through these objects. Avizo®  can also perform 3D 

reconstruction  by employing innovative and robust 

algorithms from image processing and computational 

geometry to reconstruct high-resolution 3D images 

generated by CT or MRI scanners, 3D ultrasonic 

devices, or confocal microscopes (VSG, 2009[97]). 

 
Figure 4: 3D visualization generated by Avizo® of a 

human skull with the color map editor window 

[Source: Segall et al. (2009)[78]) 

The reader is referred to Segall et al. (2009)[78] for 

other screen shots of 3D visualizations generated by 

Avizio®. 

CONCLUSIONS AND 

FUTURE DIRECTIONS OF RESEARCH 

The conclusions of the research discussed in the 

plenary keynote address at WMSCI 2013 and 

overviewed in this invited paper indicate the value of 

supercomputing to analyze complex problems with 

very large scale databases of all types of data. An 

example of this is the Human Brain Project 

(www.humanbrainproject.eu) that was started in 2012 

and is currently being conducted using 

supercomputers by over 200 researchers in over 10 

European countries and other countries in the world 

with $1.6 billion in funding. Supercomputers have 

increased the speed of calculations from months to 

seconds for huge data sets such as cancer genome 

analysis (Bowman (2012) [110]).  

 

The future direction of this research is to investigate 

the other areas of supercomputing such as listed in 

the list of areas of proposed areas for the co-edited 

book on Global Supercomputing. This would also 

include the applications of other software for 

supercomputing data mining and to include such 

areas such as image data processing and other 3D 

data exploration and analysis. Also the list of over 

100 References below indicate a starting point for 

additional research on global supercomputing and its 

applications. 
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