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Abstract

This paper discusses a light-weight approach to the analy-
sis of traces of partially ordered events collected during the ex-
ecution of a concurrent or distributed system through the use of
XML technology. Traces contain information about the creation
and termination of threads or objects and the exchange of mes-
sages and other types of communication among them. Traces are
transformed according to property patterns, visualised and anal-
ysed to support fault diagnosis of concurrent systems. We present
an approach using XML technology and report the findings of an
initial industrial project.
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1 Introduction

Software developers often face difficulties when trying to
identify causes of software failures. A failure may be observed
during test and then a developer has the task of reproducing the
failure, to examine the error and hypothesise about the fault.
Complementing his knowledge about the software system with
the insight information gained through a debugger he tries to hy-
pothesise about the cause of the failure. Debuggers deliver the
main information in this approach.

Concurrent or distributed systems offer a number of advan-
tages over centralised applications. However such systems be-
have highly nondeterministic and this makes testing, debugging
and analysing difficult. To support these tasks tools have been
developed that allow to monitor systems and produce log files of
execution traces. Tracing an object-oriented concurrent system
consists of collecting events from object and thread creation and
termination, method invocation and execution among concurrent
objects, plus relevant local events from variable values in objects.
Tracing must be included as an additional feature in the systems
architectural design. Traces therefore offer support during debug-
ging, analysis and verification of concurrent systems.

There are approaches like in [6] which use a re-engineering
technique to express the systems behaviour in a formal model
and apply model-checking to reason about desired or undesired
properties. It is not always necessary to go to the expense of
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creating and analysing a model. In practice some properties of
interest can be expressed in terms of local properties of events.

The challenge is to present the information contained in traces
to the developer in a form which supports his task of finding the
fault which caused the failure.

However implementing tools for analysis to be used on a sin-
gle project is usually too expensive. We want a more general
modular approach which is flexible to be adapted to many situa-
tions. We propose a light-weight method for trace analysis based
on XML [1].

We present a method for automatic trace analysis which by
utilising standard XML technology supports fault diagnosis in
concurrent systems. XML technology is used to define proper-
ties of interest, process traces and create visual representations of
the result of the analysis. The advantage lies in the rapid devel-
opment of trace analysis tools which can be deployed instantly in
projects. The costs of additional tools and development are kept
low.

Next we present an overview of the trace analysis process in
Section 2 before we discuss the various components of the frame-
work in Section 3. We conclude with the findings from a project
in Section 4.

2 Overview of trace analysis process

We propose the use of XML standard technology to analyse
traces of systems. In this way we minimise the development ef-
forts for specialised tools.

analysis
R

trace file result

transformationl

Tinterpretation

XML file ——— output
stylesheet

Figure 1. Using XML tools in trace analysis

The diagram presented in Figure 1 illustrates our idea. In-
stead of focusing on semantic analysis of traces we use a syn-
tactic transformation step to achieve the same result in an auto-
mated setting. However it is important to note that the analysis is
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limited to those properties which can be described syntactically.
Therefore the approach follows the same notion that is used when
solutions to equations are sought through syntactic manipulation
in mathematics.

The foundation of our approach are traces in XML notation.
Together with the transformation technology XSLT [3] we anal-
yse traces based on syntactic rules. From information extracted
during transformation and visual inspection of the result we aim
to draw conclusions about system properties. In our trace analysis
approach, we

e observe an execution trace of the concurrent system that
contains a list of partially ordered events for the registration
of threads and objects, communication and local events,

e convert trace files to XML-based files off-line,

e create a description of properties of interest using XML
style sheets (XSL),

e apply style sheets to XML trace files utilising an XSLT-
processor.

The trace analysis process follows the “information seek-
ing mantra” [11] of overview, zoom and filter, and details-on-
demand.

e Visualisation. Through visualisation trace information is
made accessible to the user. We chose to use the SVG
format. Scalable vector graphics (SVG) [13] are an XML-
based format for graphical representation. There are a vari-
ety of tools available for visualising SVG content, see [12]
for further references. Using an existing viewer to visualise
trace files freed us from the overhead of creating a visuali-
sation tool.

e Filtering. Traces of systems tend to be large and therefore
become unmanageable. A possibility is to reduce the size
and information contained in a trace. These operations have
to be accurate and consistent.

e Details-on-demandNot all information should be present
in a trace representation at all times. This would clutter
the display and make finding relevant information difficult.
However when inspecting events closer local information
needs to be relayed to the user.

3 Implementation of trace analysis

Typically trace analysis involves checking for race condi-
tions, safety, and liveness properties. These analyses can include
proof [10] or model-checking [8]. Whereas the former one re-
quires heavy user support the latter is restricted by the state space
generated from the model.

On the other hand tools for XML are ready available on a
variety of platforms. Their performance is improving with each
version.

o XML format. We defined a common trace format in XML.
This provides a standard interface to our trace analysis
tools.

e XML technology.We propose to use standard XML tech-
nology to process traces. With already existing XSLT pro-
cessors we can focus on analysis rather than on its imple-
mentation issues.
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3.1 Trace format

Events are collected during the execution of a concurrent sys-
tem. We distinguish the following event types:

e Registration eventsDevices, processes, threads, and ob-
jects register and unregister during system runtime. These
events define the lifetime of their source and allow us to
match other events to hardware or software processes.

e Communication eventSend and reception of messages are
communication events. Remote method invocation belongs
to this group of events too.

e Local eventsThis group contains events which happen lo-
cally to a thread or object. It includes events like variable
assignments and assertion checks.

Since a trace is input to our analysis approach, facilities in
the system under observation must exist to create trace events at
appropriate places in the source code of the system. Different
methods to insert such probes exist. The most promising of them
are, of course, those which work automatically. At Siemens, we
explore different techniques for different platforms, such as Mi-
crosoft COM, Java RMI, CORBA and others, to do this job [5].

To be of use for trace analysis, each trace event that is a com-
munication or local event must obey the following structure in
order to assist model reengineering in the next step.

e Name and type of the event: Send, Receive, or Local.
e |D of the issuing thread or object.

e |D of the source thread and object (for Receive).

e |D of the destination thread and object (for Send).

e Message parameters of the event: a list of typed parameters
that includes a message name and other message attributes
(for Send and Receive events).

e Local parameters of the issuing thread or object: a list of
typed parameters that reflect its current state (for Local
events).

Furthermore, Registration events occur that introduce newly
created threads, processes or objects in a trace. We assume that
the local order of all events is preserved by their order of ap-
pearance in the trace. The problem of matching receive and send
events is crucial to determine the partial order of events and even-
tually base the analysis on the recorded trace. Much depends on
how the distributed system is instrumented and what exactly is
monitored. We assume that in a pair of source and destination
processes, each Receive event matches with a single Send event.
Lamport defines a partial order over events in a distributed sys-
tem using the binary happened-before relatier) (9] which is
the theoretical basis in our approach. It is defined as follows.

e If evente in threadt preceeds event in the same threat
thene — ¢’.

e If evente is a send event in threadand evente’ is the
corresponding receive event in threadhene — ¢'.

e The happend-before relation is transitive.

Figure 2 illustrates the XML format of an event. An event is
described by itdypeandoperation e.g. a send event hasm-
municationas its type andendas its operation. Each event then
contains an elememarameterswhich holds information about
the origin of the event as explained above. Additionally each
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Figure 2. Structure of trace events in XML

event can have an eleméotal which contains information about
the state of local variables. Communication events contain an el-
ementmessageavith the particular content of the message.

The format is specified as a document type description (DTD)
which enables us to use a validating XML parser to check a trace
file for syntactic correctness.

3.2 Visualisation component
Traces are converted into their graphical representation by

style sheets using a style sheet processor or XSLT-processor for
short [3]. Figure 3illustrates this approach. Numerous processors

style shee

@—D — output

XSLT processor

Figure 3. Conversion of traces files using
XSLT-processor

are available for free already, see [14].

Using the Adobe SVG Viewer plug-in for web-browsers [7]
we can zoom in and out of the graphical representation. In this
way a user can gain an overview or zoom into the graphic to find
detailed information. Because itis a vector based format the qual-
ity of the graphic is good at any zoom level. Two views of a trace
are provided:

e Thread view. The view is similar to a message sequence
chart, where the vertical lines represent the active time of
a task. Communication events between tasks are repre-
sented by lines connecting the corresponding send and re-
ceive events (see Figure 4).

e Object view. The presentation is similar to message se-
guence charts, the vertical lines represent an object’s life
time.

Events in the graphic are colour coded. The use of colours
makes identifying events easier. Types of events can be distin-
guished at a glance. The yellow boxes in Figure 4 mark local
events for example. Colours are defined in a cascading style sheet
that is stored in separate file and can be adjusted to personal pref-
erence.

Figure 4 shows a simple trace in thread view where all events
are placed at a fixed distance. This is used when we are interested
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Figure 4. Thread view of a simple trace

in the sequence of events only. However we can also use the time

stamps in the trace to create a graphic reflecting the time span

between events as distance. Such a graphic can be useful when
timing related properties are investigated.

The details-on-demand paradigm has been implemented in
two ways. One is to use a separate HTML file and to link the
entries from the graphic to the textual representation. In this way
the graphic contains the information regarding the interaction of
objects or threads and the HTML file provides the detailed view
of event entries. Combining these views can be achieved by using
an HTML frame.

A second implementation was considered which used the ca-
pabilities of SVG to animate text. Moving over a particular event
with the mouse pointer would display information like event pa-
rameters, or messages. Moving away the pointer would hide the
information again. This approach has the benefit that it uses only
one file to display all the information. However with large files,
the speed of opening a file and animation proved to be a perfor-
mance bottleneck.

3.3 Filtering

The size of the graphic and the amount of information it rep-
resents can still present a problem. Removing irrelevant informa-
tion from traces through filters could reduce the size considerably
and make the relevant information stand out during visual inspec-
tion.

Following the approach for visualisation we implemented
filters using style sheets and left the processing to an XSLT-
processor again.

Using language constructs from XPath [4] we can express pat-
terns of events we are looking for or want to ignore for the time
being. Examples of such filters are:

e removal of local events
e selection of inter-thread communication events
e selection of inter-object communication events

Local events may not be of particular interest when looking
at the communication between system components. Removing
local events can be easily achieved using a style sheet as in Ex-
ample 1.
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<?xml version="1.0" encoding="utf-8"?>
<xsl:stylesheet xmins:xsl="http://www.w3.0rg/1999/XSL/Transform"
version="1.0">

<l-- Description: Stylesheet removes all events of type 'Local’ -->

<!-- Import standard behavoiur -->
<I-- standard: copy all events -->
<xslimport href="filter_template.xsl"/>

<!-- Add DOCTYPE -->

<l-- create trace.dtd file -->

<xsl:output method="xml" indent="yes" doctype-system="trace.dtd"/>
<xsl:strip-space elements="*"/>

<l-- Match local events >

<I-- do not copy (delete) them -->

<xsl:template match="event[@operation="Application’ and @type="Local]">
</xsl:template>

<I-- end Match local events >

</xsl:stylesheet>

Example 1: Style sheet to remove local events

3.4 Operations over filters

1

2
3

<?xml version="1.0" encoding="utf-8"?>
<xsl:stylesheet xmins:xsl="http://www.w3.0rg/1999/XSL/Transform"
version="1.0">
<!-- Description: Stylesheet removes all threads with no events -->

<l-- Import standard behaviour -->
<I-- standard: copy all events -->
<xslimport href="filter_template.xsl|"/>

<!-- Add DOCTYPE -->

<!-- output trace.dtd -->

<xsl:output method="xml" indent="yes" doctype-system="trace.dtd"/>
<xsl:strip-space elements="*"/>

<l-- Remove threads with no events -->
<xsl:template match="event[@type="Thread-Registration’
and (@operation="Create’)]">
<xsl.variable name="found-events"
select="following-sibling::event[(@type="Communication’ or @type="Local’)
and parameters/@thread-id=current()/parameters/@identifier]"/>
<xslif test="count($found-events) > 0">
<xsl:copy-of select="."/>
<[xsl:if>
</xsl:template>
<xsl:itemplate match="event[@type="Thread-Registration’
and (@operation="Destroy")]">
<xslvariable name="found-events"
select="preceding-sibling::event[(@type="Communication’ or @type="Local’)
and parameters/@thread-id=current()/parameters/@identifier]"/>
<xslif test="count($found-events) > 0">
<xsl:copy-of select="."/>
<[xsl:if>
</xsl:template>
</xsl:stylesheet>

The result of a filter operation is a valid trace file that can

be processed further for visualisation or analysis. Therefore it is
possible to use a combination of filters as indicated in Figure 5.

Filter A

Example 2: Style sheet to remove “empty” threads

Visualization

<?xml version="1.0" encoding="utf-8"?>
<xsl:stylesheet xmins:xsl="http://www.w3.0rg/1999/XSL/Transform"
version="1.0">

1

2

3

4

5 <!I-- Description: Stylesheet removes all empty threads and objects -->
6  <xslinclude href="filter_emptythread.xsl"/>

7  <xslinclude href="filter_emptyobject.xsl"/>

8

9 <!~ Add DOCTYPE -->

10 <!-- output trace.dtd -->

11  <xsloutput method="xml" indent="yes" doctype-system="trace.dtd"/>

12  <xsl:strip-space elements="*"/>

Original File

Filter B 13

14 </xsl:stylesheet>

—

Transformations

Figure 5. Sequencing of filters

The operation is called concatenation. However it may be im-

portant to note that concatenation of filters is not commutative.
filterl o filter2 # filter2 o filterl

We can reuse style sheets like we did in Example 2 where we
import a general style sheet in Line 8 which by default creates
copies of the events in the resulting file.

We then override the rules from the general style sheet to ac-
commodate our special needs in the particular case. Here we
make use of precedence rules as defined in [3]. Rather than im-
porting we can include style sheets like in Example 3 where in

Lines 6 — 7 two style sheets are included. Rules from included

style sheets have the same precedence as rules in the current style

sheet. We can use these precedence orders to overload rules from
imported style sheets. In this way we can reuse general patterns
and thereby improve development time of our analysis tools.

3.5 Property Analysis

We can extend the ideas of using style sheets for filters to anal-

yse properties in a trace.

e Race analysis.A race in a distributed system can occur
if one object is accessed in more than one thread. Itis a
standard analysis for distributed systems.

SYSTEMICS, CYBERNETICS AND INFORMATICS

Example 3: Combining style sheets through include

e Deadlock analysisA deadlock can occur in a system when
a component is actively waiting for an event that never oc-

Usually these properties are examined using models of the
system and require formal proofs [2]. This can be very expen-
sive and may not yield the desired results.

Our analysis is based on execution traces alone, therefore we
cannot give definite answers. The results can only identify po-
tential problems. These need to be inspected further manually.
Nevertheless it should be easier after potential trouble spots have
been identified. Additionally we can analyse performance bot-
tlenecks based on the time span between trace events. Such an
analysis would be difficult to perform during design phase since
the necessary information may not be available.

The properties are formulated in terms of conditions over trace
events.

e Potential race condition.

Ve € Event
wheree/Qtype € {Local, Communication}
Taobject-ia ={c/parameters/Qthread-id | ¢ € Event
wherec/@type € {Local, Communication}

andc/parameters/Qobject-id
# e/parameters/Qobject-id}
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then we can identify a potential race as:
race-condition = |Taobject-id| > 1

The condition evaluates to true if more that one thread uses
the object identified byRobject-id.

e Highly potential race conditionWhen a possible race con-
dition is identified we can then pursue the analysis to iden-
tify a highly potential race condition. We need to establish
if the identified threads are truly concurrent, i.e. the events
of these threads are concurrent.

Ve,e' € Event
wheree/Qthread-id # ¢’ /Qthread-id
ande/Qobject-id = e’ /@Qobject-id

then events ande’ are concurrent according to [9] if
e/ e ande’ 4 e
e Potential deadlock.

Ve € Event
wheree/@type = Communication,
e/Q@operation = Send and
e/parameters/Qthread-id =t

we identify a potentially locked thread by:

deadlock-condition = e is last event irt

These general patterns can be used in any concurrent and dis-
tributed system. However there are many application specific
properties which can be described by patterns, too. Such pat-
terns can be derived from system requirements to check for cor-
rect behaviour of the system under test. Moreover patterns can
also describe failures which were encountered in previous tests.
In subsequent regression tests these patterns are used to check if
the failure has occurred again. These application specific proper-
ties usually build the major part of trace analysis in practice. Our
approach eases the description of these properties as patterns and
therefore boosts productivity in the testing phase.

Because we are using syntactic patterns we are somehow lim-
ited in the description of properties. The order of events in the
trace file has to reflect the happened-before relation. For exam-
ple a send event has to be placed textually before the matching
receive event. In our approach we have no provision to circum-
vent violations of this requirement. We are able to analyse only
the recorded interleaving of events. The consideration of other
interleavings would require the construction of a state-lattice of
the trace which is expensive to obtain. We avoid it in favour of
rapid analysis. It turns out that our approach suffices for many
properties of interest in practice.

3.6 Deployment of trace analysis tools

Making style sheets and processor available to engineers on
the project would have included the necessity of training in XSLT
technology. A technology called compiled style sheet was cho-
sen for deploying the analysis tools instead of delivering style
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sheets to the user (see [16, 15]). A compiler creates in this case
a java archive from a given style sheet. Performing a transforma-
tion therefore meant to run a java program on the command line.
This gave us the possibility to continue to use XSLT to express
the properties we were looking for and being able to simply in-
stall java archives for the developers containing the implemented
filters, preprocessors and converters.

graphic/

trace
P text

reprocessor Filter  Converter

b g gt

Java virtual machine

Figure 6. Deployment of trace analysis tools

4 Example

The project where the technology has been put to the test was
an embedded software software system running on Windows CE.
The traces were created in a proprietary format and converted
off-line into the XML-based trace format.

Of particular interest became the analysis of the cause which
slowed down the application considerably. The traces itself were
rather large, containing millions of events. The challenge was to
find calls which could have caused the slowdown.

First the performance of calls was analysed. We used a style
sheet which would find a pair of call and return events and cal-
culate the time difference. The result was presented as a HTML
file.

Performance Analysis

Arakum for Teace
Dute
ri e 08 145080 GMTHE00 1

Legmrd

Faive WS
Twda ki nz
faial I

. e rard
Frans naver cHec S —

Analysis Results

Farwiin oo bed pat thieaed

Thiewdl  otwriSme  endlime  usning G
FETREEIL ITRETITIY TR e
ETEOEAI IT4ETHES L]
1ETE0EE TE1EM4Y TE1A4T
BTRALEA ] 1 ] £ td
ETEOANI1T bt i L]
] L]

1434 11883

a0k a4

Banid e

11667 41840

rdoe 3o BTt S

3210 320G

Figure 7. Performance analysis

After identifying the performance bottlenecks we sought to
find the cause of these delays. An inclination drove us to have a
closer look at error events. Error events were in this case either
local events containing the word “ERROR” in the message or
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communication events which contained a specific return result.
Again we implemented a style sheet to filter out and visualise
only those events.

The colour coding scheme, the reduced amount of informa-
tion, and the ability to get a quick overview over the trace all led
us to suspect an implementation flaw as the cause of the slow-
down quickly.

Figure 8. Finding the cause of a bottleneck

Figure 8 shows the overview the analysis presented us with.
The graphic contains 26656 events and is shown at an extreme
zoom level to provide an overview. A gap in the lower middle
part of the trace is clearly visible which is caused by a number of
clusters of error events marked yellow. We envisaged that the ap-

plication is slowed down to process these unnecessary requests.

A closer look revealed that a component tried to access a miss-
ing device in synchronous mode. Processing within this object
paused until a timeout enabled the system to continue. Holding
the state of available devices in a central component brought the
desired improvement.

Starting with a trace file and not knowing for sure what we
were looking for we found that this kind of support proved valu-
able to the project.

5 Conclusions

Using XML as the basis of a trace format for concurrent sys-
tems we gain interoperability and access to ready-made tools for
trace visualisation and analysis. We created a number of style
sheets which are used as a library. Combining style sheets and
concatenating filters enables us to implement customised anal-
ysis tools with high speed. This enables interactive analysis of
complex problems where the a designer or test engineer can re-
quest new features, receives them within a very short time and
can therefore drive the analysis process.

Manual trace analysis is tedious and error prone. We provide
a way to use XML tools to implement the “information seek-
ing mantra” of overview, zoom and filter, and details-on-demand.
This way trace analysis is not fully automated because the results
still require an interpretation by the user. The ability to create
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customised filters at high speed not only provides for interactive
analysis but also keeps costs of development low.

Performance could be an issue with certain filters. However
this will improve by using a faster computer, anticipation of a
faster XSLT-processor or use a dedicated database with an XML-
interface to store trace events. We are interested to continue the
research into properties which are of interest for trace analysis, to
improve our library by adding more filters, and converters to be
used on future projects.
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