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ABSTRACT

The general aim of the development of virtual reality technology
for automation applications a the IRF is to provide the
framework for Projective Virtual Reality which allows users to
“project” their actions in the virtual world into the real world
primarily by means of robots but also by other means of
automation. The framework is based on a new task-oriented
approach which builds on the “task deduction” capabilities of a
newly developed virtual reality system and a task planning
component. The advantage of this new approach is tha robots
which work at great distances from the control station can be
controlled as easily and intuitively as robots that work right next
to the control station. Robot control technology now provides the
user in the virtual world with a“prolonged arm” into the physical
environment, thus paving the way for a new quality of user-
friendly man mechine interfaces for automation applications.
Lately, this work has been enhanced by a new structure that
allows to distribute the virtual reality application over multiple
computers. With this new step, it is now possible for multiple
users to work together in the same virtual room, dthough they
may physically be thousands of miles apart. They only need an
Internet or ISDN connection to share this new experience. Last
but not lesst, the distribution technology has been further
developed to not just allow users to cooperate but to be able to
run the virtual world on many synchronized PCs so tha a
panorama projection or even a cave can be run with 10
synchronized PCs instead of high-end workstations, thus cutting
down the costs for such a visualization environment drastically
and allowing for anew range of gpplications.

Keywords: Decentrdized  Computaion, ~ Distributed
Simulation, Prgective Virtual Reality, Forest Machine
Simulator, Stereoscopic Viewing

1. INTRODUCTION

New virtud redity techniques offer the chance to convey
information about an automation system in an intuitive
manner and can combine supervisory capabilities with
new, intuitive approaches to the contral of the system. Our
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basic idea of an intuitivel y operable man-machi ne-i nterface
is to provide a virtual reality system tha automaticaly
translates actions carried out by a user in the virtud,
graphicdly animated world into physical changes in the
real world, eg. by means of robots or other automation
components. The less the user in the virtual world needs to
know about the means of automation which carry out the
task physicaly, the better the design of the man machire
interface. This idea actualy forms the background for the
new “Projective Virtua Redlity”-methodology that is
proposed in this paper: with the help of robots, changes
made inthe virtual world are “ projected” into the physical
world.

Based on this new concept, a man mechire interface haes
been developed in order to bridge the gap between virtua
reality and robotics [5]. The idea here is not to develop just
another VR system and to connect it to just another robot
control system, but to develop a generic framework which
embraces the latest VR system — or even one of the | atest
VRML browsers — and to connect it to an available robot
control system. Only this approach allows the user to take
advantage of the latest advances in the two fidds, where
enormous, yet almost independent, research is being
conducted.

In this paper, it will be explained how the applicability of
IRF's virtud redity sysem COSIMIR/VR was further
enhanced by providing the capability to shere the virtual
world with multiple wsers, display the worlds on multiple
screens and to automaticdly distribute the computational
burden over multiple computers.

2. A SHORT HISTORY OF PROJECTIVE
VIRTUAL REALITY

The Projective Virtud Redity System to be described here,
is currently being used in different applications ranging
from space laboratory servicing over industrial assembly
applications to virtud redity based training. The current

VOLUME 1- NUMBER 1 47



VR system used for al applications is based on IRF's robot
simulation and virtual reaity system COSIMIR (Cel
Oriented  Simulation of Industrial Robots —
http://www.cosimir.com).

2.1 Control of a multi-robot testbed for space
laboratory servicing

The very first application of the new VR techniques,
redized already in 1993, was to develop a man machine
interface to control and supervise the CIROS (Control of
I ntelligent Robots in Space) multi-robot testbed at the |RF.
The aim of the CIROS project was to develop a versdtile
muti-robot control system cgpable of coordinating
mui tiple robots in such away that the robots would be able
to support or even substitute for astrorautsin routine tasks
for experiment servicing and repair in a space laboratory
environment.

Figure. 1: The CIROS multi-robot testbed

It was this testbed that in 1994 was controlled by means of
proective virtua reaity methods from Cdifornia via
INTERNET. The CIROS muti-robot testbed of the IRFin
Germany was fully controled by colleagues at the
Universty of Southern Cdlifornia over a distance of more
than 10000 km.

Figure2: Control of the CIROS testbed by means of
“Projective Virtual Reality” over along distance via
INTERNET
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2.2. The basicidea of projective virtual reality

The basic idea behind projective virtud redity is to let the
user immerseinto the virtual world and let hm work in the
virtual world in the same way as in the physical world. The
deve oped virtual redity system COSIMIR VR is capable
to “deduce” the user's intention from his actions in the
virtua world using a petri-net based action tracking
prirciple (see [4] for a detailed explanation). After the
user's intention has been deduced, a corresponding task
description is sent to a planning system which in turn
orders arobot or another appropriate means of automation
— in genera terms: an agent — to carry out the task in the
physical world. Thus the same task that has been carried
out in the virtud world by means of a virtual hand is
“projected” into the physicd world by means of an
automation agent. Projective virtud redity is a great hdp
to make even the most complex automation systems easy
to supervise and to command. Fig. 3 shows how simple it
is to for example command the relocation of a sample
contai ner inthe CIROS space |aboratory environment: The
user just grasps the contaner and takes it to the desired
location.

Figure 3: Sequence of user actionsto nmove a sample
contai ner

Only picture U in fig. 3 indicates that the execution by
means of the robots is fa more difficut than the
commanding in the virtua world: For this task two robots
have to be employed to be able to safdy carry and guide
the contai ner to its target position. This distribution of the
task on the two agents is automatically taken care of by the
resource based action planning component developed for
CIROS.
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Figure4: Projective Virtual Reality in outer space (A),
insde the Columbus Orbital Facility (C), andin
dismantling applications (E) on earth.

Fig 4 shows that the development of projective virtual
redity has dready |eft the state of laboratory experi ments.
In April 1999 it was used to redlize the ground control
station for the robot ERA on board the Japanese satellite
ETS VII. This mission to control the first free flying robot
in space together with our colleagues from Japan was a
great success and is described in greater detail in[9]. Ina
current project, projective virtual reality technology is
being implemented to provide a similarly easy to operate
interface (C) for the Columbus Orbitd Facility (COF), the
Euopean Contribution to the Internationa Space Station
(1SS). Ficture E of fig. 4 shows how the same technol ogy
is being used in an industria application. Here it is
employed to supervise and command the automatic
disassembly of used car parts for recycling purposes. With
this virtual redity based interfece, the user is able to
simultaneously command 4 robots and to “advisg’ them
how to disassemble car parts.

3. DECENTRALIZED COMMANDING AND
SUPERVISI ON

When trainng systems and simulators are considered in
*production and space environments, it is very important
to provide not just a close-to-reality simulation, but also to
provide an ergonomicaly suitable, multimedia capable
environment which — a best — as0 alows the active
cooperation of multiple usersin the same virtud room. The
first redization of the projective virtual redlity system for
CIROS (see section 2) which used a Head Mounted
Display (HMD) or a single projection screen to provide a
stereoscopic i mage of the virtual space laboratory modue,
suffered from the “tunnel view” the users get. Experi ments
showed that a field of view of only 60 to 70 degree was by
far not sufficient to provide an ergonomic display of the
virtual world. This experience and the wish to provide
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larger projection screens and to run multi-screen 3D

workbenches and even CAVES™ with COSIMIR VR led

to the firg ideas concerning the distribution of

COSIMIR VR over multiple PCs to provide the necessary

computationd power in a decentralized simulation

approach. This approach had to address to following

i ssues:

1. The simulation software COSIMIR VR must be able
to distribute itself over mutiple PCs and to make sure
that the states of the virtual worlds are synchroni zed.
This alows to share the computational burden
between multiple PCs and provides the required
computationd power to employ latest multimedia
technol ogies e.g. for artificially generated surround-
sound.

N

The grgphical views generated by the different
instances of COSIMIR VR must be synchronized in
order to be able to arrange the screens in e.g. different
panorama or cave confi gurations.

3. Beddes being able to display the same virtual world
on multiple screens, COSIMIR VR should a'so allow
for different active wsers to share the same virtua
world. For the ISS exanple this makes sure that
different sdentists who are in charge of the
experi ments can work together in the virtua world as
they would in the physicd world — without having to
travel.

The functionalities described above were reaized by the
approach depicted in fig. 5. This approach was
implemented in COSIMIR VR in order to be ale to
viselize and to cooperate in a virtud world in a
decentrdized manner:

Master :] 'F-

active
Slave 4

L&

Panorama CAVE
Projoction

Figure5: The COS MIR VR concept for decentr alized
cooperation and visualization of virtual worlds
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1. One(and only one) PC is determined to be the master
in the virtua world. The master has the task to
communicate with active slaves, to detect changed
state variables and to communicate the changes to all
slave computers. The master in generd isin charge of
making sure that dl active slaves are keeping a
consistent database of the state of the world.

2. For theslave PCs, two groups are distinguished:

a) Active daves: Active slaves are always associ ated
with a user — they are each user’s door into the
cooperatively used virtual world. Active slaves
communicate changes made by the user in the
virtual world to the master which in turn updates
the virtual worlds of the other active daves. Thus,
changes made to the virtual world by means of
active daves are reflected in al databases of the
other users working in the same virtual world. In
the example of the harvester simulator, the driver
sedts (fig. 5) are attached to active slaves which
interpret the user's actions and activedy transmit
changes of state variables to the master computer
which in tun further distributes the data to the
other slave machines making sure that no
transmission cyd es and deadl ocks are generated

b) Passive slaves: Passve Slaves are used as plain
rendering computers that are just used to generate
a corresponding view of a scene whose viewpoi nt
is determined by their active slave. Nevertheless,
passive slaves ae a very important part of the
visudlization concept of COSIMIR VR because
they take the computational burden of the
rendering process for large panorama projections
or CAVES™.

The concept behind COSIMIR's decentralized cooperation
and visualization capabilities shown in fig. 5 emphasizes
the hierarchicd concept by showing that the mgor
coordi nation aspects between the different active users are
taken care of by the master computer. Each active slave
can have zero or more passive daves to shae the
computatioral burden for the rendering of the images. The
active slave on the left side of fig. 5 does not have a
passive slave, because its user watches the virtud world
just on a monitor — the required view is generated by the
active slave itself. The next user is watching the same
world through a data-helmet, so the generation of a right
eye view and a left eye view is required to provide the
stereoscopic representation of the virtual world. For this
user, one view (left-eye) is generated by the active slave
that also handles the user’'s input, the second (ri ght-eye)
view is generated by the attached passive slave. On the
right side of fig. 5 it is shown how the same prirciple is
applied to a 5-screen CAVE™. The stereoscopic views for
each of the 5 screens of the cave are generated by two PCs
(ore PC for each eye-view), 0 altogether 10 PCs (1 active
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slave, 9 passive slaves) are required to run the cave —
implying that the computer costs to run the caves do not
exceed 15.000 $US thus paving the way for a whole new
range of modern trai ning and s mulation applicati ons.
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Figure 6: Application of the COS MIR VR concept for
decentralized astronaut training inthe COLUMBUS
environment.

4. THE ARCHITECTURE OF THE VIRTUAL
REALITY SYSTEM

In order to support the desired capabilities for multi-user
access and multi-screen projection, the architecture of the
VR system has to reflect these issues directly. Furthermore
COSIMIR VR isdesigned to serve as asuitable framework
for a variety of realizations with a variety of interaction
tools like the dataglove and sensorball and different types
of head mounted displays, shutterglasses and mutli-screen
projection equipment. Last but not least, the framework
must also be able to embrace the action planning
component and a VR system of the user’s choice in order
to really connect robotics and virtual reality in a genera
way.

4.1. The software-framework to realize Projective
Virtual Reality

For the redization of the VR system the client/server
approach shown in fig. 7 proved to be useful, because the
multi-user and multi-screen aspect is inherent to this
approach. The interaction components and their software-
drivers in the corresponding i nteraction clients provide the
input for the VR-Server, the centrd component of the VR
system. With the help of this information, the VR-server
then keeps current its internal world model, a central
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database, which contains different kinds of information
related to the interaction of objects in the VR and which
provide the bass for the simulation of different “real
world effects” inthevirtual world as explained bel ow.

The main task of the VR-management system, the central
part of the VR-server shown in fig. 7, is to coordinate the
work of the different components of the world model. The
VR-management system collects information from the
different interaction clients like the dataglove or sensorbal,
detects changes in the states of these components and
instructs a corresponding part of the world model to react
on a specific change accordingly. It isthe VR-management
sysgem which classifies the detected change and generates
an appropriate message for the corresponding world model
comporents to react on the change. If e.g. the gripping of
anobject is detected a correspondi ng message is generated
and sent to the change-reaction-mode which contains the
task deduction petri nets and thus can deduce a task for the
physicd robots [5]. It is this part which makes the
important difference between a Projective Virtual-Redity
System, and a Virtua Reality System that is “closed’ inthe
way that is performs a graphical display of an environment
and allows an interaction with the user in this graphic
world only without making the connection to the physical
world.

Interaction Agents

Physical Physical Physical Physical Physical
Interface Inter face Interface Inter face Interface

Preprocessing

9
Data Glove Audio
2D Images 3D Images
ion | | ag | | 9 | | Data Suit Infor mation

Volume
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Surface : R
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State l
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Change Interpretation b d S9 =
=0
Change I 3 g R
Models 2 % V
. - 5
Interaction Execution Coordination - @
Models E
Models Planning S generation
Sensor
Models :!
Real World Update Visualization Audio

| Action Plannini g | | View Calculation | | Modulation |

| Hardware Interface |

Fig. 7: The Client-Server Architecture of therealized
Projective Virtual Reality Sysem
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Apat from supporting the key idea of projective virtua
reality, the “change-detection” approach of the VR
managment system also proved to be an excellent basis for
the distribution of the virtual world over multiple PCs. In
order to maintain the impresson for the wsers to share a
virtual world, it is exactly the detected changes that have to
be communicated ( — viathe master computer depicted in
fig. 5) to the active slaves in order to keep synchronized
the states of the different world databases of the virtual
worlds running on the slave PCs.

4.2. The VR world model components

Besdes the VR-server whose main task is the detection of
changes and the (re)direction of corresponding messages,
the world modd is one of the key elements in the
projective VR architecture of fig. 7, becauseit supports the
modular implementation of the necessary functiondities.
The key ideais to understand the components of the world
model as active objects, which communi cate and cooperate
with each other using wel defined interfaces. The world
model components are informed of new events in the
outside world — or in the other users worlds — by the
VR-management system and they only take care of ther
speci fic aspects of the modeled world.

The parts “volume models” and “surface modds’, shown
in fig. 7, contain the volume-descriptions in the form of
BREPS (boundary representations) and  surface
descriptions by means of color-properties and texture-
elements. The physica models enhance the geometric
representation of the different objects in the simulated
environment by physical properties for different purposes,
like mass, friction, a restitution coefficient for momentum-
based contact sSmulations. Further properties that are
conddered are conductivity, permeability, acoustic-
reflection coefficients etc. for the simulation of different
types of sensors. The state model s store the di fferent state-
variables of the objects in the environment and dso do the
“bookkeeping”, if an object is gripped by another. The
state variables comprise dynamic parameters such as joint
angles, -velocities, and -accel erations.

The group of four models below the group of ttree (fig. 7)
described before contains additional application-specific
information like the physcal measurement principle and
the measurement range of sensorsin the sensor models or
the petri-net representati on of the task-deduction nets[5] in
the change-reaction modd. In contrast to the first group,
the agorithms implemented for these world model
components are much more daborate as they all redize
complex behavior of the objects in the virtua ervironmert.
For example, the sersor models redize the behavior of
different sensors considering their physicd measurement
prirciple, so that an inductive sensor cannot be used to
detect an object whose physical parameters like
conductivity and permeability are set to those of wood in
its physical modd.
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Fig. 8: Smulation of physcal effects: Aharvester cutting
down atree, a burning fire and two walking humans

The next dass of modds in the VR-architecture is the
interaction model which handles the interaction between
the different objects in the s mulated environment. These
models must assure that objects may be gipped and
transported, that they are transported together with an
object that they are placed on, and that a drawer slides
open, when the user pulls the handle. In a more complex
interaction, it is even possible to simulate the human gait as
the i nteraction between a simulated human with the ground
(fig.8 E). Last but not least, the agorithms of an
interaction-modd dedicated to the simul&tion of physical
effects are able to smulate the effects of gravity and of
contact between different objects in the environment. This
was exploited by the redization of a VR based harvester
(wood-cutting) simulator and a fire-fighting training
sysemas shownin fig 8.

The advantages of the proposed structure are its modul arity
and its portability to mutiple hardware platforms: High
end systems based on gaphics-workstation and high-end
— and high priced — VR interaction components can be
configured when the emphass is on the perfect
presentation of the virtua worl d.

4.3. Multi-Screen Displays

Whereas the discussion above mainy focussed on the
aspects of connecting automation systems and virtual
redity systems as well as providing multi-user access to
virtua world, an impressive “by-product” of the realized
structure isthat it does not only support multiple users, but
also multiple screens for each user as indicated before in
fig 5. Fig. 9 shows examples of different configurations
that have been or are about to be realized with COSIMIR
VR.
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Figure 9: Multi-Screen Displays: Sereoscopic Panorama
Projection, Sereoscopic CAVE corfiguration

The family of available projection setups has just recently
been made complete by the new 360° panorama projection
which is conddered the ultimate chalenge for the
presented concept. The redized panorama projection
provides a 360° view of the scene and aso features 3D
surround sound in order to make the feeling of immersion
into the virtual world most realistic.

Figure 10: The 360° degr ee panorama projection at work

The panorama projection shown in fig. 10 is based on the
complete implementation of the concept presented in
chapter 3. One active slave PC contrals 15 passive slave
PCs to use their render services for the stereo images on
the 8 screens. As the active dave provides the necessary
updates of the local world models of the dave PCs, they
caneasily contribute their share to the 360° view.
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The panorama projection showed that the ideas of
digributed virtual reality not only made it redizable but
even made it affordable.

Figure11: The entryto the 360° degree panorama
projection at the | RF

The PCs used are state-of-the-art and they are connected
over standard ethernet, thus providing a red low cost
hardware base for the setup. The required computer
hardware for the complete panorama projection did not
exceed 17.000€. And as also the costs for the projection
hardware are coming down, the great impresson of 360°
virtual worlds may soon be inreach for a whole new range
of applications.

5. LATEST APPLICATIONS

The range of applications of the described techndogy is
continually being extended. A mgjor new field for the
application of distributed virtual reality with the tools and
concepts described here is astronaut ftraining for the
COLUMBUS modue. The COLUMBUS module is a
spece laboratory module and will be attached to
Internationd Space Station as the European contribution.
As users and astronauts are spread al over Europe, a
digributed projective virtua redity has been developed
that allows to command and supervise the module [5]. Fg.
12 shows the virtual modd of the ISS that has been
devel oped for this purpose. As the underlying methods are
based on projective virtual reality methods (see chapter
2.2), the model can be used as a command and supervision
tool as well as an astronaut trainng center or even as a
virtual “meeting room” for users discussing the latest
feature and enhancements of the experiments on board.

The ISS model is most impressive, if experienced in the
new 360° panorama projection (chapter 4.3). In this
environment, the user gets the impression of being able to
approach, fly around and even enter the Internationa Space
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Station inside a “virtual bubble of ar”. He may step
towards the walls of the projection setup and as his view is
adj usted accordingly, the impression of getting to the walls
of abubble and being able to look around really makes this
an amazing experience. — This way even norscienti §s
mostly get astrong enthusasm for the ISS.

Figure 12: Smulating the I nternational Space Sation for
Astronaut training purposes

Another new field of applications of the described
distributed reality techniques is the display and i nteraction
with geo-i nformation.

dba B o= 7 k@

Figure 13: Making geo-infor mation i nteractive and easy to
experience: Rding atrain acrass a 3D topographic map.

Distributed virtua redity based on COSIMIR provides the

affordable computational power not orly to display
complex geo-i nfor mation data, but also to interact with the
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virtual landscapes. We consider this field to have a strong
future, because it is of i nterest for a great number of users,

6. CONCLUSION

With the latest developments at the IRF, Projective Virtual
Redlity Technology can make the next leap forward as an
intuitive and ergonomic man machine interface. Projective
VR efficiently makes the connection between VR- and
robot contral technology in away, that the robots serve as
the “prolonged arm’ of the user handling objects in the
virtual world. With the task deduction and action planning
comporents it is possible to “project” the user’s actions
from the virtual world into the physicd world by means of
robots, which mears that robots physicaly carry out the
task that the user conducted in the virtual world. The
feasibility of this approach has been thoroughly tested and
the implementation is being used in severa applications
today. These ideas, combined with latest devdlopment in
the field of the automatic distributi on of virtual worlds over
mutiple computers will further contribute to rew
application fields to be conquered with this modern and
appealing visudization, supervision and commanding
technol ogy.
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