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ABSTRACT

Prosody plays an important role in speech communica-
tion between humans. Although several computer-assisted
language learning (CALL) systems with utterance evalu-
ation function have been developed, the accuracy of their
prosody evaluation is still poor.

In the present paper, we develop new methods by which
to evaluate the rhythm and intonation of English sentences
uttered by Japanese learners. The novel features of our
study are as follows: (1) new prosodic features are added
to traditional features, and (2) word importance factors
are introduced in the calculation of intonation score. The
word importance factor is automatically estimated using
the ordinary least squares method and is optimized based
on word clusters generated by a decision tree.

Experiments conducted herein reveal the correlation co-
efficient (±1.0 denotes the best correlation) between the
rhythm score given by native speakers and the system was
−0.55. In contrast, a conventional feature (pause insertion
error rate) gave a correlation coefficient of only −0.11. The
correlation coefficient between the intonation scores given
by native speakers and the system was only −0.29. How-
ever, the word importance factor with decision tree clus-
tering improved the correlation coefficient to 0.45.

In addition, we propose a method of integrating the
rhythm score with the intonation score, which improved
the correlation coefficient from 0.45 to 0.48 for evaluating
intonation.

Keywords: computer-assisted language learn-
ing system, prosody evaluation, rhythm, intonation, deci-
sion tree

1. INTRODUCTION

It is important for non-native English speakers to be able
to communicate in English. Communication skills can be
improved by individual study through educational televi-
sion and radio programs, textbooks, and educational ma-
terials such as CDs and DVDs. However, it is very difficult
to study speaking skills such as pronunciation and prosody
because the learner cannot evaluate his/her own speech.

In order to solve this problem, several Computer-
Assisted Language Learning (CALL) systems with utter-
ance evaluation function have been developed [1–3]. In

these systems, acoustical features are extracted from a
learner’s speech and are compared with those of native
speakers. Many of these systems can evaluate the pro-
nunciation of the learner’s speech. For instance, Kawai’s
system [3] can detect typical pronunciation errors of En-
glish made by Japanese learners. Many Japanese learn-
ers make insertion errors of vowels and modify various
English phonemes into Japanese phonemes. Kawai’s sys-
tem is based on speech recognition technology and detects
such pronunciation errors using both English and Japanese
phoneme models.

On the other hand, prosody plays an important role
in English communication between humans [4]. In other
words, the CALL system should evaluate the correctness of
prosody of the learner’s speech in addition to the evalua-
tion of pronunciation. Several CALL systems can eval-
uate the prosody of a learner’s speech. Kobashikawa’s
system [5] and Imoto’s system [6] evaluate the rhythm
of stress in English using Hidden Markov Models. Ito’s
system [7] uses the duration of a word and the pause in-
sertion error rate as prosodic features, and the distance
between prosodic features of a learner’s speech and the
speech of a native speaker is used as a rhythm score. In
Kato’s system [8], the slope of pitch corresponding to a
word boundary is used as a prosodic feature.

Regrettably, these systems have lower performance than
that of a pronunciation evaluator. In the present paper,
we develop a new prosody evaluator with new prosodic
features and word importance factors [9]. The proposed
system evaluates both the intonation and rhythm of a
learner’s speech. The rhythm score and intonation score
are calculated using prosodic features and are indepen-
dently used for evaluation. However, some prosodic fea-
tures corresponding to rhythm affect the evaluation of in-
tonation. Therefore, we also propose a method of integrat-
ing the rhythm score and the intonation score.

In the present paper, the target language is English, and
the native language of the learners is Japanese.

2. OVERVIEW OF THE SYSTEM

Figure 1 shows an overview of the proposed system. The
basic scheme of the prosody evaluation is as follows:

0. Collect spoken sentences uttered by native speakers
in advance. Prosodic features (rhythm and intona-
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Figure 1: Block diagram of prosody evaluation.

tion features) are extracted from these sentences and
are split word-by-word. These data will be used as
reference data.

1. Extract prosodic features from the utterances of the
learner.

2. Calculate the distances between words in the refer-
ence and learner data for both rhythm and intona-
tion features. In this step, all reference data given
by native speakers are used for calculation, and the
smallest distance is used as the rhythm or intonation
score.

3. Calculate the sentence score by the weighted sum of
word scores.

In the proposed system, the rhythm and intonation scores
are calculated for each word in the speech of the learner,
and the total score is calculated by the sum of all scores
in a sentence. In order to divide the input sentence into
words, the “forced alignment” algorithm, which is a speech
recognition technology, is used.

3. EVALUATION OF RHYTHM

Word duration ratio
Rhythm is made by patterns of stress and non-stress in
a sentence [10]. Excellent rhythm is obtained by correct
patterns of stress in words and correct durations of words.

The system proposed by Ito [7] uses two prosodic fea-
tures, the relative duration of a word and the pause inser-
tion error rate. The relative duration of the word is calcu-
lated as the duration of the word divided by the duration
of the sentence. This feature indicates the correctness of
the rhythm from the duration point of view. The pause
insertion error rate is used as an indicator as to whether all
of the prosodic phrases are uttered without pause. In gen-
eral, a prosodic phrase should be uttered without pause.
If a pause is inserted in a prosodic phrase, the rhythm is
corrupted.

Figure 2: Histogram of the log-ratio of word duration.

In this system, the relative duration of the word is used
as a prosodic feature. This feature is not influenced by
the speed of the utterance. If a learner utters a sentence
having relatively the same duration as the utterance of the
teacher, the score must be the highest, whether the learner
speaks slowly or quickly.

However, the rhythm score given by native speakers cor-
relates with the speed of the utterance. Figure 2 shows a
histogram of the word duration ratio between the learner’s
speech and the teacher’s speech. The X-axis represents
the log-scaled duration ratio, where “0” indicates that du-
ration of the word uttered by the learner is exactly the
same as that uttered by the teacher. All of the learner’s
speeches were evaluated by native speakers using a five-
grade scale, where 5 indicates “excellent rhythm” and 1 in-
dicates “very poor rhythm”. In this figure, a “GOOD” his-
togram is constructed by a learner’s speech that is scored
as 4 or higher, and a “BAD” histogram is constructed by
a learner’s speech that is scored equals to or lower than 2.

This figure indicates that there is correlation between
the correctness of rhythm and the speaking speed. Many
learner’s speeches with higher rhythm scores were uttered
at the same or a slightly lower rate than the teacher’s
speech. In the proposed system, the word duration ra-
tio between the learner’s speech and the teacher’s speech
is used as a prosodic feature.

The word duration ratio RL(k) is calculated by the fol-
lowing equation:

RL(k) =
max

{
L(k), LS(k)

}
min {L(k), LS(k)} (1)

where L(k) and LS(k) denote the duration of the k-th
word uttered by the learner and the teacher, respectively.
RL(k) is 1 only if the durations are exactly same, and if
the duration uttered by the learner increases or decreases,
RL(k) becomes larger.

If a learner speaks slowly, RL(k) is large and the rhythm
score may be 1 (“very poor”). If a learner speaks more
slowly, RL(k) becomes very large, but the rhythm score
remains 1. This means that the rhythm score shows a
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plateau. In order to represent this plateau, the sigmoid
function is introduced.

xratio(k) =
eγ(RL(k)−1) − 1

eγ(RL(k)−1) + 1
, γ ≥ 0 (2)

γ is a pre-defined parameter and was set to 1.7 in the
experiments.

Stress pattern in a word
The pattern of stress and non-stress in a word is one of
the most important features. However, few studies have
used this pattern as a prosodic feature. In the proposed
system, the stress pattern in a word is used as a prosodic
feature.

The stress pattern score is calculated for each word.
First, the average log-power is calculated from all of the
frames, and the log-power of each frame is normalized by
subtracting the average. The stress pattern score is then
calculated as the Dynamic Time Warping (DTW) distance
between the learner’s and teacher’s log-power sequences.

The DTW is one of the most popular algorithms in the
field of pattern recognition research and can be used to find
the optimum correspondence between two sequences. The
DTW distance can be calculated using following equations:

g(i, j) = min

{
g1(i, j)
g(i − 1, j − 1) + 2d(i, j)
g2(i, j)

(3)

g1(i, j) = min
2≤m≤r

g(i − m, j − 1) + (4)

2d(i − m + 1, j) +

m−2∑
t=0

d(i − t, j)

g2(i, j) = min
2≤m≤r

g(i − 1, j − m) + (5)

2d(i, j − m + 1) +

m−2∑
t=0

d(i, j − t)

where d(i, j) denotes the distance between normalized log-
powers of the i-th frame in the learner’s speech and the
j-th frame in the teacher’s speech, and r is a pre-defined
parameter that can control how far-located frames can
be made to correspond. Note that g(1, 1) = d(1, 1), and
g(i, 0) = g(0, j) = ∞ for all i and j.

Finally, the score of the stress pattern for a word k is
calculated using the following equation:

xDP(k) =
1

Ik + Jk
g(Ik, Jk) (6)

where Ik and Jk denote the number of frames in the k-
th word of the learner’s speech and the teacher’s speech,
respectively.

Combination of prosodic features
The rhythm score xrh(k) for word k is defined by the
weighted sum of xratio(k) and xDP(k).

xrh(k) = (1 − w) · xratio(k) + w · xDP(k) (7)

where w denotes a weighting factor and is set by hand.

4. EVALUATION OF INTONATION

Intonation is mainly represented by the flow of pitch. In
the proposed system, the flow of log-power is also consid-
ered, because an utterance with a higher pitch may have a
higher power. Four features, namely, the pitch, log-power,
and first-order regression coefficients of both features, are
used as prosodic features. Both pitch and log-power are
normalized by subtracting the corresponding average val-
ues.

For each frame, the correspondence between the
learner’s speech and the teacher’s speech is estimated us-
ing the DTW algorithm, and the weighted sum of the dis-
tance between corresponding frames is calculated. The
weight wk(i) of the i-th frame of the k-th word is defined as
the multiplicative inverse of the standard deviation of the
frame calculated by the speech of several teachers. This
means that a frame with a small weight has significant
variation in the teacher’s speech, and the frame is not im-
portant for the evaluation of intonation.

Let c(i) be the frame number of the teacher’s speech
corresponding to the i-th frame of the learner’s speech.
Here, c(i) is estimated by DTW. The weight is calculated
by the following equation:

wd
k(i) =

1/σd
k(i)

Ik∑
j=1

1/σd
k(j)

(8)

where σd
k(i) denotes the d-th dimension of the standard

deviation of the i-th frame of the k-th word.

σd
k(i) =

√√√√ 1

M

M∑
s=1

(
vd

s (cs(i)) − v̄d (cs(i))
)2

(9)

where vd
s (i) denotes the d-th dimension of the prosodic

feature vector of the i-th frame uttered by teacher s, and
M denotes the number of teachers.

The distance between the i-th frame of the learner’s
speech and c(i)-th frame of the teacher’s speech is calcu-
lated by the following equation:

Dk(i) =

√√√√ 4∑
d=1

wd
k(i) (ud(i) − vd (c(i)))2 (10)

Finally, the intonation score of the k-th word is calculated
by the following equation:

yint(k) =
1

Nk

Nk∑
i=1

Dk(i) (11)

5. CALCULATION OF SENTENCE SCORE
USING WORD IMPORTANCE FACTOR

Word importance factor
We defined rhythm and intonation scores for each word.

After the calculation of these scores, the sentence score
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should be calculated by summing these word scores.
However, native speakers appear to evaluate a learner’s
prosody by focusing on several keywords. In order to em-
ulate such an evaluation strategy, the word importance
factor is introduced, and the sentence score is calculated
as a weighted sum of the word scores.

Let αij be the word importance factor of the j-th word
of the i-th sample uttered by a learner. This factor is
estimated by the ordinary least squares method. The error
Q is defined as follows:

Q =
∑

i

(
1

Ki

Ki∑
j=1

αijxi(j) + β − ei

)2

(12)

where xi(j) denotes the prosody score (xrh(j) or yint(j))
of the i-th sample, Ki denotes the number of words in the
i-th sample, and ei denotes the prosodic score (rhythm
score or intonation score) given by native speakers. The
ordinary least squares method can estimate α and β with
minimum Q. After estimation, the sentence score Si can
be calculated using estimated values of α and β, as follows:

Si =
1

Ki

Ki∑
j=1

αijxi(j) + β (13)

The word importance factor αij should be estimated
separately for each sample and word. However, it is very
difficult to estimate robustly because there are few samples
for estimation. In order to solve this problem, the word
importance factor is clustered using a decision tree.

Clustering of the word importance factor
One reasonable way to estimate α robustly is based on α,
which is commonly used for each vocabulary. For instance,
αthe is estimated using the word “the” in all samples. In
this method, many samples can be used for the estimation
of α. However, α cannot represent the difference of posi-
tion in a sentence or the sentence style (such as a declar-
ative sentence or a question).

In order to estimate α more robustly and flexibly, a
decision tree clustering algorithm is introduced. Figure 3
shows an example of a decision tree. In this algorithm,
a number of questions regarding the nature of words are
prepared in advance, and a word cluster is divided into
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Figure 3: Example of a decision tree.

two clusters using appropriate questions. The question
with highest correlation coefficient between scores given by
native speakers and that given by the system is selected
as the appropriate question.

The details of the algorithm are as follows:

Step 1 Make a root node L0 in the tree. All of the words
in the training samples are included in the root node.

Step 2 Select the node Li that has greatest number of
words.

Step 3 Step 4 and Step 5 are carried out for all of the
questions Q1 · · ·QM .

Step 4 Divide the words in node Li into two new nodes
Lyes and Lno using question Qj . If the number of
words in node Lyes or node Lno is less than a pre-
defined threshold θ, cancel the division using Qj .

Step 5 Estimate α using the ordinary least squares
method. All of the words in the same node use the
same α. After estimation, the correlation coefficient
r(Qj) between scores given by native speakers and
the system is calculated.

Step 6 Select the question Q̂ with the highest r(Q̂), and
divide the node Li into two new nodes using the ques-
tion Q̂. If none of the questions can be used because
the number of words in the new node is smaller than
θ, exit this algorithm. Otherwise, go to Step 2.

Appropriate clusters can be acquired using this algorithm,
and the number of nodes can be controlled by θ.

6. EXPERIMENTS

Experimental conditions
Several experiments were carried out in order to confirm
the effectiveness of the proposed system. An English
speech database read by Japanese students [11] was used
as the learners’ speech. All of the data were evaluated
with respect to both rhythm and intonation by four native
speakers. A total of 68 questions (examples are shown in
Table 2) were prepared for decision tree clustering, and a
4-fold cross validation technique was used for an open test.
Shirokaze’s method [12] was used for extracting pitch. The
other experimental conditions are shown in Table 1.

Evaluation of rhythm
First, the correlation between the scores given by four eval-
uators is checked. Table 3 shows the correlations between
the evaluators. In this table, “mean” denotes the correla-
tion between a score given by an evaluator and the average
score calculated from three other scores. This table indi-
cates that scores given by evaluators varied widely. The
maximum correlation between evaluators was 0.57, and the
correlation between an evaluator and the average score was
slightly high. In the experiments, the average score was
used as the scores given by native speakers.

Table 4 shows the results of rhythm evaluation with sev-
eral prosodic features. We examined the proposed fea-
tures, the duration ratio of the word between the learner’s
speech and the teacher’s speech (A) and the DTW dis-
tance of the normalized log-power (B). Moreover, we also
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Table 1: Experimental conditions.

Evaluation of rhythm
Learner’s data 190 speakers

(95 males, 95 females)
944 sentences
3—18 words/sentence

teacher’s data 19 speakers
(8 males, 11 females)

Evaluation of intonation
Learner’s data 190 speakers

(95 males, 95 females)
938 sentences
2—18 words/sentence

teacher’s data 18 speakers
(7 males, 11 females)

Evaluator 4 Americans
(2 males, 2 females)

Scores 5 (Excellent) – 1 (Very poor)
Threshold θ 3

Table 2: Examples of questions used for creating a
decision tree.

Is the part of speech of the current word a noun?
Is the part of speech of the previous word an adverb?
Are there less than three syllables in the word?
Is the word located at the end of the prosodic

phrase?
Is the word located at the top or the second of the

sentence?
Is the sentence a negative sentence?

Table 3: Correlation coefficients of rhythm evaluation
between evaluators

Evaluator B C D mean
A 0.54 0.56 0.47 0.64
B - 0.46 0.57 0.65
C - - 0.44 0.58
D - - - 0.60

examined conventional features, the relative duration of
words (C) and the pause insertion error ratio (D). In this
experiment, −1.0 indicates the best correlation coefficient
because the system outputs a “distance”. A larger distance
indicates poorer prosody, whereas a larger score given by
evaluators indicates better prosody.

From these results, the conventional method gave a very
low correlation. According to a previous study [7], the
conventional method gave a higher correlation. The reason
for this is that the prosodic phrase boundary was given.

Table 4: Comparison of features for rhythm evalua-
tion.

Features Correlation
(A) −0.53
(B) −0.45
Weighted sum of (A) and (B) −0.55
(C) 0.14
(D) −0.11
Product of (C) and (D) [7] −0.04
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Figure 4: Scatter plot of the rhythm scores vs. scores
given by human evaluators

In other words, the experiments in the previous study had
easier condition than that in the present paper.

On the other hand, the proposed features gave correla-
tions of −0.45 or better. In this experiment, the weighting
factor used for the combination of (A) and (B) was set to
0.128. There is statistically significant difference between
all pairs of conventional features and proposed features.
There is also statistically significant difference between (A)
and (B). However, there is no difference between (A) and
the combination of (A) and (B). Figure 4 shows the corre-
lation between scores given by evaluators and the distances
given by the combination of (A) and (B). Note that scores
given by the evaluators were normalized by subtracting the
average score.

We attempted to apply the word importance factor with
decision tree clustering, however, this was not effective for
rhythm evaluation.

Evaluation of intonation
Table 5 shows the correlation coefficients among evalua-
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Table 5: Correlation coefficients of intonation evalua-
tion between evaluators

Evaluator B C D mean
A 0.46 0.50 0.55 0.65
B - 0.37 0.48 0.55
C - - 0.39 0.51
D - - - 0.60

Table 6: Results of intonation evaluation.

Features Correlation
(F0, ∆F0) −0.29
(POW,∆POW) −0.26
(F0, ∆F0,POW, ∆POW) −0.27

Table 7: Results of intonation evaluation using impor-
tance factor estimation.

Word importance factor Correlation
without −0.27
with（closed) 0.59
with (open) 0.45

tors. Intonation scores given by evaluators also varied
widely. The correlation among evaluators was approxi-
mately 0.4—0.5, and the correlation among the evaluators
and the average score was 0.5—0.65.

Table 6 shows the correlation for each feature. In this
table, F0 denotes the pitch, POW denotes the normalized
log-power, and ∆ denotes the first-order regression coeffi-
cients.

(F0, ∆F0) was used in the conventional method [7] and
provided low correlation. There is no statistically signifi-
cant difference between any of the pairs of feature sets in
the table.

However, the word importance factor improved the per-
formance. Table 7 shows the results obtained with the
word importance factor. The word importance factor im-
proved the correlation coefficients to 0.45. The relation-
ship between the proposed score and the scores given by
the evaluators is shown in Figure 5.

7. INTEGRATION OF BOTH SCORES

Correlation between rhythm and intonation scores
In previous sections, we proposed the rhythm score and
the intonation score, and these scores were used indepen-
dently for the evaluation of each prosodic factor. However,
some prosodic features corresponding to rhythm may af-
fect the evaluation of intonation, or vice versa. An utter-
ance with good rhythm causes the evaluator to evaluate
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Figure 5: Scatter plot of intonation scores vs. scores
given by human evaluators

Figure 6: Correlation between rhythm and intonation
scores given by evaluators.

the intonation highly, and an utterance with good intona-
tion causes the evaluator to evaluate the rhythm highly.
In other words, there may be a correlation between the
rhythm score and the intonation score.

In order to confirm this hypothesis, we have investi-
gated the correlation between the intonation score and the
rhythm score. Figure 6 shows the correlation between the
rhythm and intonation scores given by evaluators. In this
figure, each score was normalized by subtracting the aver-
age score. The blue line indicates y = x.

This figure indicates that there is correlation between
the rhythm score and the intonation score. The correlation
coefficient is 0.50. An utterance with good rhythm has
good intonation, and an utterance with poor rhythm has
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Table 8: Results of intonation evaluation using inte-
gration of both scores

Intonation only Both scores
Closed 0.59 0.64
Open 0.45 0.48

poor intonation. Therefore, the rhythm score xrh is useful
for evaluating not only rhythm, but also intonation. The
intonation score yint is also useful for both evaluations.

In this section, we propose a new evaluation score that
is calculated using both xrh and yint.

Integration of two scores
The new evaluation score S̃i of the i-th sample is calculated
by the approach described in Section 5. The new score can
be defined as follows:

S̃i =
1

Ki

Ki∑
j=1

(
αijxrh,i

(j) + βijyint,i(j) + γ
)

(14)

where xrh,i
(j) and yint,i(j) denote the rhythm and into-

nation scores of the j-th word of the i-th sample, respec-
tively. αij , βij , and γ can be estimated by the ordinary
least squares method to minimize the following error func-
tion:

Q =
∑

i

{
1

Ki

Ki∑
j=1

(
αijxrh,i

(j) + βijyint,i(j) + γ − ei

)}2

(15)
The word importance factors αij and βij are also clustered
using the decision tree clustering.

Note that the new evaluation score S̃i is not used for
evaluating the total prosody, which means both rhythm
and intonation. When evaluating rhythm, rhythm scores
given by evaluators are used as ei in Eq. (15), and three
parameters (α, β, and γ) are estimated for rhythm eval-
uation. As a result, S̃i is used as the rhythm score. In
the same manner, if the intonation is to be evaluated, an-
other three parameters are estimated using the intonation
scores given by the evaluator, and S̃i is used as the into-
nation score.

Evaluation experiments
In order to investigate the effectiveness of the new score S̃i,
several experiments were carried out. The experimental
conditions are the same as those described in Section 6.

Table 8 shows the correlation coefficients between the
score given by the evaluators and the proposed score for
evaluating intonation. The integration of the rhythm score
and the intonation score improves the correlation coeffi-
cient from 0.45 to 0.48 in the open condition, which means
that the prosodic features corresponding to rhythm affect
the evaluation of intonation.

On the other hand, the integration method was not ef-
fective for rhythm evaluation. The correlation coefficient
was 0.51. However, the rhythm score gave a correlation
coefficient of −0.55 (shown in Table 4). The integration

method could not outperform the evaluation using only
the rhythm score.

8. CONCLUSION

A prosodic evaluation method for English has been devel-
oped. The proposed method evaluates the rhythm and in-
tonation of a learner’s speech. For rhythm evaluation, the
word duration ratio and normalized log-power were used
as prosodic features. The correlation coefficient between
scores given by native evaluators and that obtained by the
proposed method was −0.55.

For intonation evaluation, the normalized log-power,
pitch, and first-order regression coefficients of both fea-
tures were used, and the word importance factor was also
introduced. A decision tree was used for clustering of the
word importance factor in order to obtain a robust esti-
mation. The proposed method gave a correlation coeffi-
cient of 0.45. Moreover, we also proposed a method by
which to integrate the rhythm score with the intonation
score in order to introduce the effectiveness of a prosodic
feature corresponding to rhythm to the intonation evalua-
tion. This provided a correlation coefficient of 0.48, which
is a higher correlation coefficient than that given by the
intonation score alone.

Both the results of rhythm and intonation evaluation
are statistically significant compared with the results of
the conventional method.
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