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ABSTRACT 

If you travel or interact with larger companies, you 
probably have noticed some novel practices:  

• The next step in automation for travelers has 
arrived: Recently, air passengers have been able 
to check in not only themselves but also their 
luggage.  

• The banking sector is in transition. The number of 
branches and employees is declining; business is 
increasingly taking place on the internet and 
smartphones.  

• “Robot lawyers” that support or automate legal 
processes are the new trend in legal technology. 
They are expected to offer efficient alternatives to 
legal services.  

 
The above-mentioned examples illustrate a trend that 
seems to be unstoppable: Automated processes and 
even artificial intelligence are taking over the services 
sector. This is the economic sector, where the human 
workforce was once an indispensable source of added 
value.  

Such developments may lead to further questions 
about our future. From a social system-theoretical 
point of view, for instance, organizations are built 
through the communication of decisions. However, 
many of the current trends in business are based on 
creating machines or procedures that make decisions 
for people. If machines decide instead of humans, how 
can we validate humans as decision makers?  

In this paper, we want to focus on the above question 
using premises of social system theory and ideas of 
second-order cybernetics as guides for (a) a better 
understanding of the dynamics; (b) self-reflection; and 
(c) adapted perspectives for upcoming challenges.  

Keywords: Systemic Consultancy, Second-Order 
Management, Artificial Intelligence, Social Systems 

Theory, Solution-Focused Work, Decisions  

1. INTRODUCTION 

“We have no idea what the job market will look like in 
2050. It is generally agreed that machine learning and 
robotics will change almost every line of work.”[1] In 
recent years, the effects of artificial intelligence on our 
working environment have been the focus of media 
attention. New technologies such as autonomous 
driving could render taxi drivers completely 
unemployed in the long term, as well as truck drivers 
and logistics specialists.[2]  

Many business sectors are constantly experiencing 
changes associated with new technologies. Our society 
has already gone through an industrial revolution and 
adapted accordingly. However, despite all efforts to 
predict how digital technologies will affect our future, 
the outcome of this “new revolution” is entirely 
contingent.  

A study by Carl Frey and Michael Osborne, together 
with the management consulting company Deloitte, 
analyzed the automation potential of 702 occupations 
and how great the danger is that these professions will 
be replaced by machines in the future. According to 
the study, 47 percent of jobs in the USA are 
endangered by progressive automation. The 
researchers, on the other hand, believe that jobs that 
require particularly human skills - such as knowledge 
of human nature, negotiating skills or persuasiveness - 
are safe from automation.[3] 

When it comes to the discussion about whether 
machines will make decisions for us in the near future, 
the impression we have is of a rather concerned public 
opinion. "When machines decide coldly" is the 
headline of an article in Die Zeit, a renowned 
newspaper in the German-speaking world. Such 
headlines illustrate the mood in which discussions 
about “decisions and machines” are currently taking 

42                              SYSTEMICS, CYBERNETICS AND INFORMATICS        VOLUME 17 - NUMBER 5 - YEAR 2019                             ISSN: 1690-4524



 

 

place. On the other hand, articles or headlines such as 
“New system allows self-driving cars to make more 
human decisions”[4] give us the sensation that the 
future has already arrived – and we are not even 
prepared for it. When machines decide for us, what 
remain as a field of duty for humans in the in the 
value-adding process?  

Before we begin answer this question, we will analyze 
the systemic meaning of decisions and consequences 
of decision-making more closely. This systemic and 
system-theoretical understanding of what decisions are 
about, and also a distinction-based comprehension of 
our role in the decision-making processes should build 
the foundation for fresh insights. 

2. DECISIONS 

In contrast to (pure) actions, decisions can only be 
communicated if the rejected possibilities are also a 
subject to this communication. Decisions are therefore 
events that address themselves as contingent.  

In an organizational system, decisions can no longer 
be characterized as a simple choice between several 
possibilities. Niklas Luhmann describes three main 
characteristics of decisions: decision as an element of a 
system, the selectivity of decisions, and their 
temporality: [5]  

• Element: Decisions must pretend to be a unit 
despite their solubility in "relation of the 
difference of alternatives" and the chosen 
alternative itself. Only when decisions are seen as 
a unit it is possible to build a foundation for 
further decisions.  

• Selectivity: decisions must also address the 
selectivity factor related to their relationship to 
other decisions. It means that they select twice: 
one of several alternatives and also which relation 
they establish or block to other decisions. Thus, 
for example, an organization will be present at a 
conference (not absent) and this will control 
which decision necessities arise from it.  

• Temporality: "Decisions must [...] assume and 
reflect a time-binding function.”[6 ] Decisions 
presuppose a difference between past and future, 
and at the same time they make a difference 
between past and future. After a decision has been 
made, everything proceeds differently than if it 
had not been decided. 

In a distinction-based point of view, decisions are a 
form of communication that highlights the distinction 

between selected and non-selected alternatives. 
Therefore decisions make a difference and, in this 
respect, decisions become information.[7]  

A decision-making situation, however, is one in which 
there are not only several alternatives to choose from, 
but also one in which an observer capable of making 
decisions looks at them. From a social system-
theoretical perspective a machine cannot decide, 
because it cannot make a social choice, nor can it 
consider “possibilities” beyond the facts. One 
precondition to imagining possibilities is that there 
exists someone able to imagine the impossible, the 
“would” or “could”. If possibility as a concept for 
communication were seen only as something for 
whose realization all conditions would have to be 
fulfilled (if the conditions were not fulfilled, that 
would be impossible), then the concept of possibility 
in a social notion would be senseless, because in this 
case only what would have already happened would be 
possible. So for a computer there are no possibilities, 
because it has neither the choice (only calculations), 
nor it can consider (social) possibilities. The concept 
of decision thus presupposes the existence of 
alternative possibilities for a subject, “namely the idea 
of the future, to which I can give or refuse my 
consent”, as Thomas Fuchs puts it. And Fuchs 
continues: “The prerequisite for freedom of decision is 
[...] a space of thinking, of possibilities, in which I can 
move freely from factual constraints.”[8]  

All machines possess are data and calculation with 
which they make a choice. They are able to calculate 
probabilities. Nowadays they are also able to learn 
from human behavior and they can choose between 
various options as well. But they cannot decide 
without data, they need to be informed about all the 
rules and constraints of the environment where the 
choice should take place, and they cannot (or should 
not) change or break the rules for this choice.  

In summary, for social decisions to take place the 
following conditions should be given:  

There must be an observer who can deal with  

• preferences, tastes and predilections (with his/her 
own and those of others),  

• ethics/morals (distinguish between good and evil 
but also determine what is good and what is evil 
in order for our species to survive; we 
recommend empathy in this matter),  

• heuristics and/or intuition and the 
• imagination of possibilities.  
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“Only those questions that are in principle 
undecidable, we can decide.”[9] Heinz von Foerster 
called this sentence a “metaphysical postulate”. But 
what does it mean? “[D]ecidable questions are already 
decided by the choice of the framework in which they 
are asked, and by the choice of the rules used to 
connect what we label ‘the question’ with what we 
take for an ‘answer.’”[10] But on the other hand, 
undecidable questions have no factual constrains that 
forces us to answer such questions one way or another. 
We have the choice. “We can choose who we wish to 
become when we have decided on an in principle 
undecidable question.”[11] 

3. ORGANIZATIONAL DECISIONS & 
UNCERTAINTY ABSORPTION  

In an environment such as in an organizational system 
– which from a social system theoretical point of view 
consists of the communication of decisions[12 ] – 
“[…]every decision presupposes that it has not yet 
been possible to make a decision.”[13] With each 
decision the organization builds its own future and 
challenges.  

In organizations the decision of which person may be 
responsible for what type of decision is an essential 
one. Job descriptions are a good example of what most 
organizations use to get their definitions of 
responsibility and positions straight. For interaction 
with other systems and people, the fact that we assume 
that an organization is able to take responsibility for its 
decisions is a precondition for trust and further 
decisions.  

The next significant role of decisions in and for 
organizations is the concept of uncertainty 
absorption.[14] This concept explains the process in 
which decisions connect to each other: Every decision 
situation is marked by uncertainty as to the 
consequences of alternative courses of action or 
alternative decisions. But once the decision has been 
made, “the original uncertainty is absorbed to the 
extent that all the decisions that follow it can take that 
decision as given and no longer have to consider the 
original uncertainty: ‘Because once something has 
been decided, it need not normally be decided 
again’”[15]  

To reduce uncertainty, however, organizational 
decisions should be addressable to someone or 
something that takes responsibility for the 
consequences of the decision.  

4. POWERFUL DECISIONS 

If we could measure the value of information produced 
by a decision, in Luhmann’s perception, responsibility 
would be this information value of a decision. The 
more possibilities that can be excluded with a decision, 
the higher the responsibility can be attributed to this 
decision. Therefore, the more the environment offers 
constraints, rules and restrictions for decisions, the less 
“value” decisions have.[16]  

However, when machines are programmed to decide, 
they need an environment full of rules and constraints. 
In other words, they need data to be able to calculate 
their choices. The more reliable the data is and the 
more accurate the calculations and algorithms are, the 
greater the chance for the machine to deliver “right” 
choices.  

If we assume a deterministic understanding of the 
world, the same conditions mentioned above would 
also be true for humans. “The brain, after all, is simply 
a collection of molecules following the laws of 
physics; it’s a computer made of meat”, as Jerry Coyne 
puts it. [17] However, in the case of unpredictable 
situations, we humans have developed complexity-
reducing strategies such as responsibility, authority, 
affiliation or the feeling of belonging, culture and, 
connected to all those, decisions.  

In this respect, decisions are an intrinsic social concept 
for socially relevant situations. Without responsibility 
we usually do not want someone or something to make 
a decision that excludes a lot of other possibilities. 
Without responsibility, for example, we would not 
appreciate coexisting with driverless cars if they could 
not be held responsible for consequences of their poor 
choices. Without responsibility machines are neither 
able nor allowed to make strong decisions.  

In this regard, what we can already experience as a 
client and consumer of artificial intelligence (AI) 
technologies is an accountability shift: we may pay for 
services but have to bear the responsibility of potential 
nonconformities (e.g., if you trust the autopilot and 
don’t pay attention to the roads and cause an accident; 
or if you book the wrong flight online or make some 
mistake at the online check-in and therefore miss your 
plane). Some years ago we had few options other than 
to take a taxi instead of using the autopilot, or to trust 
our travel agent instead of booking travel ourselves – 
and therefore leave the responsibility for their services 
and decisions in their hands.  
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Returning to organization systems and their core 
operation, which is the communication of decisions, 
the role of leadership becomes clearer: According to a 
comparative-systemic definition, leadership means 
”making strong/effectual decisions in difficult 
situations, which give others support and orientation 
(without demanding to always be able to do it).”[18] 
Therefore strong decisions give the system orientation 
and stability in complex situations.  

While one way to measure the strength of a decision in 
an organization is to compare its tenacity toward the 
power of the alternatives and influencing factors, there 
is also another relevant aspect concerning strong 
decisions: The “recognition”. Or in other words: How 
many people follow the decision?  

In social systems we have to deal with many 
uncertainties. The digital interconnectedness of our 
modern world produces a lot of data, and developers 
are finding ways to explore the potential and utility of 
this data. However, to make choices concerning the 
future, all the data-busters have is data of past events 
and the calculation of probabilities.  

5. PREDICTIONS AND REALITY  

One of the primary applications of machine learning 
and AI technologies is to predict human behavior.[19] 
To achieve best results in their prognoses, the 
engineers work with the assumption that people are 
creatures of habit. Moreover, they assume that, when 
given the freedom to do anything someone wants, 
most people will do what everyone else is doing. 

Besides, for predictive models to be useful, they must 
also provide one or more prescriptions for potential 
future actions that enable decision-makers to make 
better decisions.  

At the current stage of development, predicting human 
behavior for the purposes of machine learning has not 
been an easy task. In an article at Science Magazine, 
V.S. Subrahmanian and Srijan Kumar describe what 
they consider to be the four major challenges for the 
next generation of predictive models: [20] 

1) The ability to deal with noisy, incomplete, and 
inconsistent data.  

2) Rare-event prediction: Machine learning algorithms 
have difficulty unraveling the data on these “rare” 
individuals from innocent ones. 

3) The generation and reduction to practice of robust 
multistage predictive modeling for emergent 
phenomena (e.g. protests or trends).  

4) Human behavior is changing rapidly. “Adversaries 
(e.g., malware developers or terrorists) are constantly 
adapting to their environment. Here, a form of higher-
order prediction (prediction about the prediction 
model) is key. We need to be able to predict when the 
model will go wrong or when human behavior will 
change, so we develop a new prediction model well 
before too many mistakes are made.”[21] 

Throughout history, people try to predict rare events 
and/or behaviors – with little success. Nonetheless, up 
to now calculations and algorithms have helped to 
estimate incidents and behaviors in some limited areas. 
This might give us the feeling that we have tamed 
uncertainty. However, as Nassim Taleb pointed out in 
his book “Black Swan”, by focusing on predicting the 
random, humans tend to create environments where 
extreme events are more likely.[22] Instead of trying to 
outperform ourselves in predictions, to focus on how 
to deal with the unpredictable could be more useful, at 
least in an organizational context.  

6. ETHICS AND AI 

“Progress imposes not only new possibilities for the 
future but new restrictions.”[23] 

In Vienna, there is a law requiring that dogs should be 
kept on a leash or wear a muzzle at all times when on 
public property. The 99-year-old owner of an 18-year-
old medium-sized dog lived on the edge of the city in 
the only house on the last corner of a dead-end street. 
Since the old lady could not walk the dog any more, 
for several years the dog was accustomed to going out 
alone on the street right in front of the house and doing 
what dogs do when they go for a walk. Her daily 
routine was a challenge for the 99-year-old lady: 
Making it to the door in order to let the dog out, and 
standing in the door frame while the dog was outside 
for a few minutes to walk around. One day, two police 
officers arrived at the grandmother's house and 
reproached her for letting her dog out by itself. They 
proposed a 29-euro penalty to be paid on the spot. 
Because she didn't understand the situation, she didn’t 
pay the fine. A few weeks later she found a bill for 400 
euros for her “law infringement” in her mailbox. The 
lady was very confused, since her monthly retirement 
pay was not much more than 800 euros. The officers 
were not willing to take the context into consideration: 
the fact that the dog was old, blind, toothless, harmless 

ISSN: 1690-4524                              SYSTEMICS, CYBERNETICS AND INFORMATICS        VOLUME 17 - NUMBER 5 - YEAR 2019                             45



 

 

and used to walking alone in a limited, deserted area, 
the grandmother’s age and health, or the fact, that the 
second fine was half the of what she lived on in a 
month. They were exclusively focused on following 
the established rules at all costs, literally.  

This little (true) story should illustrate the concerns 
some AI-Researchers have when it comes to the topic 
“ethics and AI”: “As artificial intelligence advances, 
humans behaving like machines will be a bigger 
problem than machines being human.”[24] Aku Visala, 
an Academy Research Fellow in Helsinki focus his 
work on the ways the development of robotics and AI 
will change our understanding of humanity and alert: 
“If we outsource care to machines, we are denying 
ourselves and others the opportunity for moral growth 
and commitment. In addition, this may alter our 
concept of what is considered a morally worthwhile 
goal.” On the other hand, AI-developers should care 
more about their “idea of man”, since this idea 
influences algorithms and the way machines and 
humans interact.[25] It is therefore not irrelevant if 
humans are seen as less capable then machines. The 
focus is on the question of “functional allocation”: 
How much control is assigned to humans and how 
much to the machine?[26] Among other things, this 
question opens the discussion about whether the power 
of decision-making should belong to humans or 
machines.  

“If we treat people as they are, we make them worse. 
If we treat people as they ought to be, we help them 
become what they are capable of becoming.”[27]  

It is still a mystery what social life will look like in a 
world of a more intense human-machine interaction. 
What we know now is that machines work based on 
first-order concepts of the world. Their capability to 
observe observation as observation (second-order 
observation) is practically non-existent. Critical 
thinking, (free) will and consciousness are therefore 
still specifically anthropogenic features. And last but 
not least, as Norbert Wiener puts it – people usually do 
not appreciate being treated like machines.[28]  

7. THE IMAGE OF THE MANIPULABLE 
HUMAN BEING 

In our daily work with people in organizations we can 
observe that even when people have concerns about 
the conditions they are forced to follow when they 
want to enjoy the benefits of new technologies, they do 
not feel as though they have the power to change this 
situation. Most people just accept all present 

conditions. This attitude could harbor some dangers.  

People get used to the most improbable situations step 
by step. This effect is well described in W. L. 
Rothschild’s book “99 Fragen zum Judentum“, using 
the example of the Nazi extermination process of Jews 
and other minorities during World War II. We know 
how far this development went in the NS regime. The 
people slowly got used to each of the steps the regime 
imposed – such as sending a group of people to ghettos 
and later to concentration camps – and the bystanders 
accepted one by one. This phenomenon is often called 
the “the boiling frog” effect.[29]  

However, for machines to work and act independently 
they need to be coded in relation to an expected 
environment. In a recently released special issue on 
reintegrating AI and robotics the editors illustrate the 
current situation as follows: “Yet, despite more than 
half a century of innovations, AI has not fully achieved 
the promise of making robots intelligent. Researchers 
in AI have clustered around abstractions of real-world 
problems. Often, these reflect simplifying assumptions 
that do not hold in the case of physically situated and 
embodied robot systems.” [30] 

An environment full of rules to be followed is 
therefore helpful for coding. It helps when we seek to 
predict events and deliver solutions according to the 
rules. If you ever tried to explain a special request to a 
chatbot or needed support for your online-banking 
account regarding a peculiar situation, you know how 
awkward it can be without the support of a human 
service provider. In order to enjoy the benefits of AI, 
we must adapt to their limitations and follow the rules.  

When it comes to situations where we have little to no 
influence, where rules don’t work or are not possible 
to impose, as it is the case of spontaneous social 
interactions and some nature-driven events, humans 
have the possibility to make powerful decisions. This 
sort of decision affects the further course of events and 
regulates the way the situation will evolve.  

In this sense, second-order cybernetics concepts 
stimulate self-observation and help us to understand 
our role in building reality. Through self-reflection, 
critical thinking, double- and triple-loop learning 
(deutero learning, G. Bateson)[31] we have a chance to 
contextualize and distinguish our decisions.  

8. AN ORGANIZATIONAL PARADOX 

The considerations above illustrate a new paradox: In 
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order to manage complexity and minimize reaction 
time we eventually need flat hierarchies and therefore 
highly responsible decision makers in every 
hierarchical level. For solutions in complex situations 
we need a liberty space as an essential condition for 
initiative and creativity to evolve in different 
organizational cultures.  

But, for the implementation of AI we still have to 
adapt working processes to correspond to standards 
and rules. As a result, human actions are subordinated 
to these standards. However, in potentially most 
relevant social interactions such as conflicts, double 
bindings, tensions or leadership issues, rules or 
standards are rarely beneficial. What those situations 
have in common is the lack of reliable, useful data 
and/or the relevant data for the decision process.  

Humans are able to make decisions even if data is 
missing. Leaders prove this every day. These decisions 
can have major impacts on the framework and 
therefore the quality of living conditions. In this 
context there is a human feature that is again crucial 
for the stability and further existence of the system: 
responsibility.  

The duty of a leader is to make decisions about new 
goals in a specific and new context. However, from a 
social point of view, the future is always uncertain – 
and therefore new. Many decisions made by managers 
are only relevant and important because there is a 
person who is willing to take responsibility for them.  

Distinction-based consulting methods work on the 
basis of useful differences, asking questions that focus 
on distinctions, which lead to a new perception of the 
first-order observation. “In terms of social systems 
theory: through solution-focused questions the system 
can be inspired to observe its environment in a slightly 
different way; during re-entry, it then integrates this 
difference in its own premises or codes.”[32] This 
process is only possible when people are willing to 
reflect on their own actions and thoughts. They must 
be aware of their influence in their environment and 
know their innermost motivation concerning the 
system they are living in. All systemic methods based 
on distinctions and solutions for social systems are 
purely human-based and human-oriented. They can 
rely on the stable syntactical patterns behind complex 
human dynamics. But the content they produce varies 
with each and every context and is therefore always 
new. Machines, in the context of complex human 
dynamics, are only part of the environment, which 
humans have the authority to transform.  

9. CONCLUSION 

In order to be able to make clear decisions, machines 
need a narrow frame of rules. As a consequence, if 
humans want to benefit from machines’ services, 
humans have to be willing to live within this narrow 
frame of rules. As a result we have to be prepared to 
pay the price of living in an environment with reduced 
possibilities. 

From a system-theoretical and systemic point of view, 
we address the initial question of this article: If 
machines decide instead of humans, how can we 
validate humans as decision makers? The machine 
may make a decision but we still need someone to take 
responsibility for the decision and its consequences. If 
the responsibility for decisions still relies on humans, 
it is up to us humans to decide if we prefer to 
appropriate to each occasion, following our will and 
intuition, using our creativity and personality or 
following rules and standards, apart from all we could 
feel or sense.  

A decision only reduces uncertainty when it has an 
evident responsible authority behind it.[33] Up to now 
only humans have the preconditions for social 
decisions. If we don’t have the courage to make 
decisions, the situation will be decided by others. Not 
making decisions increases complexity.  

Our decision-power remains insofar as we are willing 
to further develop interest in and be aware of our 
abilities and imagination, our feelings, our (free) will, 
our needs, our consciousness, our intuition, and our 
responsibilities. 

With a better comprehension of the meaning which the 
work of second-order cybernetics and distinction-
based theories and methods have for the relationship 
between humans and social systems, many other new 
possibilities emerge to understand, manage and lead 
social systems – especially organization systems. With 
the focus on relevant distinctions as alternative to facts 
or content-based work in a narrow sense, new 
perspectives emerge. Therefore, more options to act or 
handle can be created. 

Conversely, accepting a narrow frame of rules as 
limitation of our decision possibilities, reduces our 
options for action. Hence, let us remember Heinz von 
Foerster’s Ethical Imperative: “[A]ct always so as to 
increase the number of choices.”[34] 
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