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Abstract

We propose a novel feature extraction method for
content-based image retrieval using graphical rough
sketches. The proposed method extracts features
based on the shape and texture of objects. This edge-
based feature extraction method functions by repre-
senting the relative positional relationship between
edge pixels, and has the advantage of being shift-,
scale-, and rotation-invariant. In order to verify its ef-
fectiveness, we applied the proposed method to 1,650
images obtained from the Hamamatsu-city Museum of
Musical Instruments and 5,500 images obtained from
Corel Photo Gallery. The results verified that the pro-
posed method is an effective tool for achieving accu-
rate image retrieval.
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1 Introduction

In recent years, various aspect of image retrieval have
been investigated [1]. An important problem in the
field of image retrieval is determining the similarity of
two 1mages. Widely used measures of similarity in-
clude properties such as the color, shape and texture
of the object. [2, 3, 4,5, 6,7, 8,9, 10, 11, 12, 13].
Image retrieval using these measures is referred to as
Content-Based Tmage Retrieval (CBIR). In CBIR sys-
tems, the ability for users to query easily is desirable.
Image retrieval systems using graphical rough sketches
satisfy this need. Describing the edge-based features
of shape and texture is important for image retrieval
using graphical rough sketches. Although edge-based
feature extraction methods that use a Fourier Descrip-
tor can be applied in order to realize image retrieval
systems, these methods can be only applicable to fea-
tures from limited images consisting of close-curve
boundaries. Sufficient edge-based feature extractions
of shape information have not yet been developed, be-
cause effectively extracting the edge-based features of
shape information is difficult.

However, an MPEG-7 multimedia search tool, re-
ferred to as the Multimedia content description inter-
face, is currently under development. Although a few
CBIR systems [14] based on MPEG-T are being de-
veloped, two major difficulties exist concerning these
systems. First, most of the systems being studied are
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Figure 1: Overview of the proposed image retrieval.

not automatic systems, and second, most of these sys-
tems are applicable only for closed-curve objects.

Tht purpose of the present study is to automatically
extract shift-| scale-, and rotation-invariant image fea-
tures from an object’s edge and to apply these features
to content-based image retrieval.

2 1Image Retrieval

2.1 Overview

We provide herein an overview of the proposed image
retrieval system. The purpose of the proposed system
is to extract image features of the edge shape of ob-
Jjects using the relative positions of edge pixels. Figure
1 shows an overview of the proposed image retrieval
process. The image features of the original images in a
database are extracted in advance and are stored in a
matching table. Since the proposed feature extraction
is applied to binary line images, the original images in
the database are detected from the edge and are skele-
tonized as a preprocessing step. Query rough sketches
are drawn using input devices (mouse, electronic pen,
etc.) as binary lines. The system extracts image fea-
tures of the query sketch, and compares them to the
image features in the matching table by calculating
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Figure 2: The feature extraction process.

the Euclidean distance in the feature space. The sys-
tem then outputs images that are sorted according to
increasing Euclidian distance.

2.2 Feature extraction

The image feature extraction method is applied to bi-
nary line images. Figure 2 shows the proposed feature
extraction process. On the pixel of interest, the num-
ber of other edge pixels in each of eight regions, deter-
mined as shown in Figure 2(a), is counted. The num-
ber of pixels in each region is denoted as Cj,;, as shown
in Figure 2(b),(e). Siy is the normalized value given
by Equation (1) as shown in Figure 2(c),(f). The value
of binary pattern f;, is calculated by the threshold-
ing technique using Equation (2), as shown in Figure
2(d),(g). Here, the values of C' and Th denote the total
number of line pixels and the threshold value, respec-
tively. The threshold value is determined empirically
to be 0.15. This process enables scale-invariance to be

realized. .
sm:{c_l (C#1) (1)

0 (C=1)
0 (Siz <Th
Jie = {1 ESM > Th; @

By expanding the concept of the Local Binary
Pattern(LBP) [15] in the field of texture analysis,
the values ”0” or ”1” in each direction are ar-
ranged counter-clockwise from f;y to express an 8-
bit binary number and transform the binary num-

ber (fizfis fis fiafisfio fi1 fio) into the decimal number
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Figure 3: Rotation invariance.
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Figure 4: Symmetry invariance.

d;(0 < d; < 255) in Figure 2(h). This process enables
the relative position of edge pixels to be preserved. We
then vote for the corresponding bin d; in the histogram
shown in Figure 2(d). This process enables shift-
invariance to be realized. A 256-dimensional image
feature is obtained by applying the above-mentioned
process to all edge pixels.

The rotation-invariant feature is easily described by
shifting the binary number as shown in Figure 3. In
addition, the symmetry-invariant feature is easily de-
scribed by shifting the binary number as shown in
Figure 4.

2.3 Retrieval

This system calculates the Euclidean distance between
the features of a query image and the features in the
matching table in 256-dimensional feature space, and
then outputs candidate images according to increas-
ing Euclidian distance. The Euclidean distance D; is
given by Equation (3).

Where Fj is the feature of a query sketch, F; is the
feature of database images, and j is a 256-dimensional
feature.

3 Experiments and discussion

In order to verify the effectiveness of the proposed
method, we retrieved 1,650 images using images ob-
tained from the Hamamatsu-city Museum of Musical
Instruments and 5,500 images using images obtained
from Corel Photo Gallery. Figures 5 and 6 show ex-
amples of the retrieval results. Figures 5 shows ex-
amples of the retrieval results obtained for the im-
ages from the Hamamatsu-city Museum of Musical
Instruments. Figure 5(a) demonstrates that the ex-
tracted feature is shift- and scale- invariant. Figure
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Figure 5: Retrival results(musical instruments).

5(b) demonstrates that this feature is rotation invari-
ant. Figure 5(c) demonstrates that this feature is
rotation- and symmetry-invariant. Figure 6(a) shows
an example of retrieval results for the case of “piano”
Figure 6(b) shows an example of retrieval results for
the case of “tower” from Corel Photo Gallery. These
figures show that the proposed method achieves shift-,
scale-, rotation-, and symmetry-invariance, and thus
is applicable to image retrieval using rough sketches.

We compared the proposed method to a conven-
tional method reported by Anil K. Jain et al., which
uses a histogram of local edge direction. We eval-
uated the results of this comparison in terms of re-
trieval efficiency. The retrieval efficiency is expressed
using precision p and recall r, as plotted in Figures
7(a) and 7(b), which show the retrieval efficiency of
Figures 6(a) and 6(b), respectively. Precision p and
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Figure 6: Retrival results.

recall 7 are given by Equations (4) and (5), respec-
tively.

=5 (4)
P=7 (5)

where 7" is a shortlist of the 7" most similar images, n
is the number of retrieved similar images, and N is the
total number of similar images in the database. The
obtained results confirm that the proposed method is
suitable for content-based image retrieval using rough
sketches.

4 Conclusion

We have described a novel image retrieval system
which uses the features of edge shapes for content-
based image retrieval. In the proposed system, edge
shape features are represented by the relative position
edges of objects. The proposed system has the advan-
tage of realizing shift-, scale-; and rotation-invariance
of objects, which enables similar images to be retrieved
using rough sketches. The effectiveness of this ap-
proach was tested by applying the proposed to 1,650
images obtained from the Hamamatsu-city Museum of
Musical Instruments and 5,500 images obtained from
Corel Photo Gallery. The obtained results demon-
strated that the proposed method is a valid approach
to content-based image retrieval.
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