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Abstract

Agile software development is an approach first codified in the Agile Manifesto in 2001. This was a statement of core values that became associated with a set of principles and practices. Key ideas include early and constant customer involvement, self-organizing teams that embrace change, rapid delivery of value, short timeboxed iterations coordinated by a shared list of items—a product backlog and driven by user stories and use cases, clean code, test-driven development, and continuous integration. The values, principles, and practices have permeated the technical and business world, translated and modified to fit many domains, affecting both production and management. But as with any good idea, agility can be misinterpreted, or used when inappropriate. Even a proper implementation must be tempered with good understanding of the domain, overall context, and appropriateness of selected agile practices, and modified to fit the enterprise, the domain, and the problem. In this paper, we briefly trace the evolution of agile methods, placing them within a wider organizational framework, and offer guidelines for their use.
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1. Introduction

We present an overview and perspective on the current state of “Agile”, both in and beyond the world of software engineering. The Agile “revolution” began with a product-driven, team and customer-centered view of software development, enunciated as a set of priorities and values in the 2001 Agile Manifesto [4]. This became associated with a set of principles and practices. Key ideas such as early and constant customer involvement, embracing change, self-organizing teams, short timeboxed iterations coordinated by a Product Backlog and driven by user stories and use cases, emergent requirements, and frequent delivery of usable minimal viable products (MVPs), have rapidly permeated software development. Other important ideas included clean code [77], test-driven development, refactoring [34], continuous integration, and transparency. Associated with agile methods is the notion of a situation-dependent but generally relaxed view of formality, when not needed. This has

often been misinterpreted as lack of discipline or need of documentation, and has led to many pitfalls and disappointments in the implementation of agile [82].

A primary motivation for preferring agile processes to waterfall, spiral, and other software engineering approaches [91] is that developing software cannot be treated as a theoretically well-defined process in practice. Schwaber [100] differentiates between “theoretical” processes (i.e., those which can be specified in a white-box manner from well-understood a priori parameters) and “empirical” processes (i.e., those which are not predictable from theory.) Empirical processes cannot be successfully managed through up-front planning alone. Instead, they must be treated as black boxes and constantly monitored. Schwaber correctly notes that, software development processes are empirical because

1. Applicable first principles are not present
2. The process is only beginning to be understood
3. The process is complex
4. The process is changing

This argues strongly against a process relying on upfront planning in detail, and equally strongly suggests moving toward an approach controlling the process of development as it occurs, tolerant of change, and without a detailed advance plan. Table 1 presents a more complete description of the differences between theoretical and empirical domains.

<table>
<thead>
<tr>
<th>Theoretical Modeling</th>
<th>Empirical Modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Typically needs fewer measurements; experimentation only for estimation of unknown model parameters</td>
<td>Requires extensive measurements as it relies entirely on experimentation for the model development</td>
</tr>
<tr>
<td>2. Provides information about the internal state of the process</td>
<td>Provides information only about that portion of the process that can be influenced by control actions</td>
</tr>
<tr>
<td>3. Promotes fundamental understanding of the internal workings of the process</td>
<td>Treats the process as a “black box”</td>
</tr>
<tr>
<td>4. Requires accurate and complete process knowledge</td>
<td>Requires no detailed process knowledge—only that output data obtainable in response to input changes</td>
</tr>
<tr>
<td>5. Not particularly useful for poorly understood and/or complex processes</td>
<td>Often the only alternative for modeling the behavior of poorly understood and/or complex processes</td>
</tr>
<tr>
<td>6. Naturally produces both linear and nonlinear process models</td>
<td>Requires special methods to produce nonlinear models</td>
</tr>
<tr>
<td>7. Naturally and effectively detects anomalies, leading to correction or model revision</td>
<td>Requires effort and interpretation in detecting errors and anomalies, and in subsequent correction/revision</td>
</tr>
</tbody>
</table>

Table 1. Theoretical & Empirical Modeling (cf. Schwaber [100])

“Agile” thinking has not remained fixed but has evolved as a worldview. It matured into a number of established development methodologies such as XP [10], Scrum [101] and Crystal [103], affected the earlier, related Lean and Kanban methods [89], and scaled up into approaches for entire organizations, e.g., SAFe [98, 99] and LeSS [69], enabling adoption of agile practices and

1 This paper itself evolved through team interaction from a synthesis of [75] and [76].
2 The authors wish to thank Fr. Joseph Laracy of Seton Hall University for technical editing of this document.
development of agile competencies across teams, programs, product lines and organizations, not only for development processes but corporate management and supporting activities as well. Further, via DevOps [25, 111], agile impacts operations, marketing, vendor management, and customer support, as well as development and operations activities of IT organizations, with continuous and concurrent development, delivery, and deployment.

Agility as a worldview and process discipline has spread widely, with the appropriate changes, into many areas, including management and business processes. Together, Lean and Agile have also established themselves as leading methodologies in financial and insurance sectors, healthcare services, manufacturing, and other domains (see [18]).

But as with any good idea, agility can be taken to extremes. It is sometimes viewed like an infallible religion, and at times used, contrary to its core message, as a mere buzzword to put off difficult questions and pressing decisions. Agility is not without costs and tradeoffs and may require or benefit from modification or combination with other approaches, even within the software engineering domain. It is not a silver bullet, but a powerful approach that where warranted can be modified and implemented in a way that properly reflects the target domain’s context.

The agile community distinguishes capital “A” Agile development methods from lower-case “a” agility as a trait, e.g., organizational agility—a results-driven embedded attribute of an organization, bringing resilience, speed, flexibility, attunement, and preparedness to deal with market changes and challenges, as a core organizational competency and source of competitive advantage. Here we focus on “Agile” methods, but use “agile” in both senses.

The rest of this paper is organized as follows. In Section 2, we consider the context that gave birth to the Agile Manifesto. In Section 3, we explore the evolution of Agile methods and examine challenges in their adoption. Section 4 reviews the modern agile development practices and the spread of agile thinking to other facets in technology organizations. In Section 5 we examine situations calling for modifications to agile frameworks and discuss enablers of agile adoption. Finally, in Section 6 we present our conclusions and future directions.

2. The context for the birth of agile

The birth of agile methods must be understood in the context of the history of software engineering. In the early years, without high-powered computers, user interfaces, graphics, or the Internet, most programs either encoded mathematical algorithms (often for experimentation or scientific/engineering applications) or managed simple data processing, delivered by the IT department to experts or specialists to use offline. There was no established software engineering discipline [81]—programming was largely ad hoc.

With a larger set of users, and a wider set of applications including process control and complex data processing supported by databases, the discipline of software engineering emerged. The principal software development model was the Waterfall [91], a feature-oriented, document-driven model with sequential phases (requirements gathering, specification, design, implementation, testing, deployment, and maintenance). This was a carryover from computer hardware design processes, influenced by algorithm design, where it had generally worked well. While the flow of information between phases was fairly clear, structures, activities, and notations differed between phases, were often ad hoc, and initially lacked the discipline of providing feedback to earlier phases.

Even enhanced, but still mainly sequential models (V-shaped, Incremental, Spiral, Concurrent Development [91]) with multiple development passes, feedback, and incremental development converging on a final work product, proved inadequate for many applications, especially with the advent of personal computers and the Internet, a greatly increased user community, and computer applications with graphical user interfaces, configurability, user-driven actions, and more, resulting in continuing difficulties. Projects became caught in the Project Triangle of Scope, Time, and Cost, to which one should add (desirable) Quality—with the scope largely predefined by contract and development along a broad frontier rather than narrowly focused, constraints on time and cost become onerous. As Sutherland [5] observed, attempting to control an empirical process such as software development with a predefined plan is an exercise in futility. Such a process has to be watched continuously and adjusted frequently to reflect the agile forces, see Figure 1.

Figure 1. The iron project triangle and agile forces at work

It is also understood that many software errors resulted from or remained undiscovered when using classical development models, especially with late testing. (For a nuanced discussion, see [8].) On the other hand, these classical methods have been extended and enhanced over the years, e.g., with extensive simulation and prototyping, and often with test-focused approaches, and still remain viable options for development of certain classes of applications in specific domain and project contexts.

This perceived “software crisis” was partially mitigated by an increased use of object-oriented (OO) languages [28] and modeling, and software engineering (OOSE) approaches, focusing on application entities and their responsibilities. These were facilitated by improvements in compilers, computer architecture, power and storage [43], development tools such as version control systems [38, 39], testing tools [97], software architectures [105], and integrated development environments (IDEs) [94], made even more significant by distributed computing and the Cloud.

This allowed for a more comprehensive and flexible approach to development, with the introduction of the (Rational) Unified Process (UP) and the Unified Modeling Language (UML) [51, 52], and slightly earlier, design patterns—a catalog of useful idioms and guidelines [35]. The Unified Process replaces classical “phases” with concurrent workflows and adds a dynamic view with four repeatable phases— inception, elaboration, construction and transition. It also offers a third dimension of best practices such as UML models and component-based architecture. UML and the UP provide a series
of consistent models with fairly straightforward transitions and low representational gap—although not without requiring some effort and judgment. Requirements are driven by use cases and scenarios, tracing user interactions with the system, including problems and exception flows, with documentation of extra-functional concerns in a supplementary specification [67]. The process is iterative and naturally incremental, facilitated by bounded scope use cases and (largely) separate development, extension, and modification of objects. OO development also increased reuse (often with modification) of code and decreased code duplication, as did the use of design patterns [35, 67, 77].

For all of that, in many development shops, the Unified Process, as used initially, required formal development and documentation of sets of artifacts corresponding to groups of UML models for each workflow. Moreover, while development would be iterative-incremental, the work products of early iterations were not necessarily “deliverables”—that is, did not always provide working software with clear value to the customer, leading to some of the same schedule and budget problems as had been encountered in the Waterfall era.

3. The evolution of agile software engineering

3.1 The Agile Manifesto and agile methods

In 2001, seventeen expert software practitioners and thought leaders in the OOSE community set forth the Agile Manifesto [4], a statement of values followed by a list of design principles. They stated, “Through [our] work we have come to value:

1. Individuals and interactions over processes and tools
2. Working software over comprehensive documentation
3. Customer collaboration over contract negotiation
4. Responding to change over following a plan.”

The (rephrased) principles and guidelines included:

1. Continuous customer interaction, with early and continuous delivery of valuable software, on a timescale of a couple of months to, by preference, a couple of weeks.
2. Preparing for and adapting to changing requirements, even late in development.
3. The need for management, other business roles, and developers to work together daily throughout the project.
4. Valuing and trusting motivated individuals and self-organized teams as key to projects, giving them the environment and support they need, and trusting them to get the job done.
5. Face-to-face is the most efficient and effective method of conveying information to and within a development team.
6. Software development should prioritize simplicity, technical excellence, and good design. Working software is the primary measure of progress.
7. Agile processes promote sustainable development. The sponsors, developers, and users should be able to maintain a constant pace indefinitely.
8. At regular intervals, the team should reflect on how to become more effective, then tune and adjust its behavior accordingly.

These principles and beliefs were soon codified into “agile methods” and frameworks such as Extreme Programming [12] and Scrum [101]. Following these principles, agile projects are structured into short iterations (now typically 2 weeks), during which all relevant activities/workflows, including definition of emergent requirements, requirements analysis, architecture, design coding, testing, and integration take place continuously and as much in parallel as practicable. The process structure is iterative-incremental: each iteration is expected to deliver working code, continuously converging on the product envisioned by the customer and the developers (see Figure 2).

These approaches emphasize dynamic discovery of requirements through ongoing customer interaction, definition of user stories, and fast and continuous delivery of value to the customer. (In some cases, the customer may be in-house, and, for software developed “on spec,” one may then have to rely on experts and prospective users.) Formalism is deemphasized except where clearly is needed, or required for reasons such as compliance or security, but this doesn’t imply lack of coding or organizational discipline. A key point, often not recognized or appreciated but central to agile methods, is the effective use of backlogs for re-focusing project effort and agreeing with the customer on scope adjustments/reduction (“Trimming the Tail”) when needed. (Less frequently, this can actually improve or extend the project.)

![Image](https://example.com/image.png)

An iterative process will deliver value and customer satisfaction early and continuously — and should be preferred unless partial products can’t be used or have grave risks

Figure 2. Incremental vs. iterative development (Hashmi [41])

In summary, agile methods appear best-suited for a capable, cross-functional team responsible for a feature, or a component such as a microservice, of a project, for fairly well-understood problems, in domains with which the agile teams have a certain degree of comfort.

3.2 Issues with agile process methods

Agile approaches spread quickly, but not without problems. Some groups, typically well-rooted in past practice, have misinterpreted parts of the guidelines and failed to align on the vision [45]. Others have followed the guidelines too rigidly, never realizing the expected benefits and stopping transformation activities too soon. And some have interpreted the scope of applicability quite narrowly, focusing only on development teams, leaving all other functions such as marketing or IT to work in their prior mode. The introduction of DevOps [25, 104], which initially enabled IT organizations to speed up their processes, spread to development organizations and helped create a uniform approach for rapid delivery of high-quality software features and solutions to the enterprise, markets and customers. Integration of agile and DevOps has further enabled external collaboration, partnerships, and the creation of value networks.

Two early failings, common to both the “misinterpreters” and the true believers, were to consider the entire application development process as covered by iterations, and all requirements as being equally suitable for continuous discovery. Notably, difficulties arose when, as discussed below, extra-functional/non-functional (NFR) requirements, such as latency, scalability, reliability, security, safety, or usability [91], were
treated as entirely evolutionary. Even a bigger problem arises when one assumes that all architectural decisions can be made during the iterations, and not allowing time to set a clear architectural direction at the start of the project. As agile matured, these issues have been recognized and addressed by such practices as the “architectural spike” [10] or “architectural runway” [69, 97]. Still another problem, particularly among management, is to assume that good people and good tools will automatically result in good development, without considering the need for training and team development. Finally, organizations often bypass reflection (at least, beyond team retrospectives) when things are going well, with some finding it difficult to fit reflection into the organizational culture [78].

In addition, there are always those who are taken by buzzwords, and whose understanding of agility in some cases is almost directly opposite to the original intent—that one could begin development without negotiation with the customer, just casual interaction, and without much effort in exploring or documenting requirements. Thankfully, most such enterprises either mature or disappear [119].

More importantly, using an agile process does not mean one can dispense with any of the following:

- A business case analysis for the development organization and for the client/potential customers, to consider the dimensions of the project, partner capabilities, the desirability of the work, the levels of interaction, and the expected Return on Investment (ROI) and resource estimation, as far as can be determined a priori. The determination of technical feasibility, especially with a high degree of innovation or novelty, or deployment on a new platform, is also critically important. Often these questions are investigated in a preliminary Exploration phase (called “Iteration Zero”) before the first “development” iteration.

- Identifying, understanding, and accommodating essential requirements and risks, particularly external risks, and binding extra-functional/nonfunctional requirements such as accessibility constraints, security, privacy, safety, and timeliness in real-time applications, from the start, as largely inflexible constraints, including institution of standards for secure code (see [48, 117]) and safety [42]. This does not mean, however, that MVPs and initial releases need to address all of these in full generality.

- Serious and ongoing quality assessment beyond the “working software” metric, careful reviews and demos, and honest retrospectives to recognize the success and evaluate needed changes in project, process, and team execution, but never to assign blame to individuals (although this may not always be taken as seriously or objectively as it should be), with simulation, additional metrics, and other approaches for software quality assurance (SQA) [50]. This is especially important for features that cannot easily be demoed as functionality, either because they do not address increased user functionality, as in improved code refactoring feature, or because they relate to handling of physical emergencies (e.g., cardiac arrest) that cannot or should not be created for a demonstration.

- Last but not least, team preparation: one should not expect the team, or even more so a group of individuals who have yet to become a team, to learn new domains, new types of applications, or new language features, tools and practices on the fly while developing the application. There should be a certain degree of expertise at the start and if necessary, training, coaching, and consulting should also be made available to the teams and organizational management.

4. The use of agile in software engineering

In this section, we further consider how the practice of agile, object-oriented software engineering has itself evolved since the Manifesto in 2001. We look first at the technical aspects, and then at the impact of agility on technical and corporate management.

4.1 Modern practice

Some practices and approaches have been part of agile methods from the start. Agile methods preserve, and if anything, reinforce the (focused) use of systems of diagrams and notation such as UML, although with reduced formality. These methods also employ, even more than older OOSE approaches, patterns for design, requirements, testing, and other activities, together with refactoring [34, 61] guided by design patterns at the one end and driven by “code smells” [34, 77] and technical debt [23, 71] at the other. Further, they rely on tools including source control systems, test automation frameworks, especially for unit and interface testing, lightweight static code analyzers, and continuous integration environments.

Beyond this core, there have been some substantial developments in design and coding practices. While none of these practices violate the initial agile vision, each has evolved/enhanced the approach that an agile team might take in developing software, and even more so, the appearance of the resulting design and code, and often, the “form” of the resulting product.

- Component-, service-, or microservice-based software architectures, including specification and testing of component interfaces, possibly with mock objects and the use of design patterns such as Adapter and Façade [67, 77].

- A greater emphasis on full-stack development, largely as a result of mobile, web, Internet of Things [IoT], and data science applications. A full stack might include components such as: user interface, services and API, data and third-party services, application code, and business logic.

- Incorporation of Aspects [3, 13, 56] to varying degrees, or using dedicated microservices to handle cross-cutting concerns at the software architecture level, such as logging or security and access control services. Aspects were originally considered “non-OO,” impractical, or in some cases dangerous, but are now generally accepted, and are integrated into languages and frameworks including Java8 and Spring, and recommended for implementation of larger or more complex systems [77].

Aspects still need to be used with care, and agile teams need to adhere to the coding conventions that make aspects work (such as prefacing set-method names with the particle set). In addition, static code checking will be needed to ensure that AOP conventions are adhered to, or at least to flag potential trouble spots.

- Functional language features are now part of the agile toolkit, with languages such as Kotlin or Scala, and features such as lambda expressions in Java [59].
A trend, noted in [77] as a significant change, toward shorter, more cohesive classes and methods, with dependencies in modes with low coupling [91] and reduced visible state, plus idiosyncratic situations such as collections and their members, especially in heavily used, critical, high-risk, or frequently modified code segments (“points of protected variation” [67]).

- Incorporation of robust automated testing, at all test levels: unit, component, subsystem, system, and deployment levels with functionality and performance aspects tested to customer requirements. See Section 5 for details.
- More robust change management at both technical and management levels [9], better automated traceability analysis [30, 72], and in general, more powerful, efficient, and effective static and dynamic analyses [66].
- An increased focus on internationalization [112]. These issues, however, are not unique to agile, and are not dealt with further in this paper.
- A greater emphasis on explicit consideration of run-time concurrency, with implications for design, programming, and testing [77].
- Approaches to deal with exploration and discovery and with continuous deployment.

Alone or in combination, these and other software technology changes and enhancements may introduce changes in the software architecture and new or different dependencies between the product backlog user stories and related tasks, affecting the content, ordering, and grouping of design and coding activities, and as such the content of the intermediate products. For example, designing and implementing a security or access control aspect can impact the order of design tasks and the technical content of iterations; even the implementation of a straightforward logging aspect will simplify (but lightly constrain) the design and coding of subsequent components and impact the following iterations.

4.2 Agile, Kanban, and Lean

Agile has both influenced and been influenced by Lean development [90] and kanban practices, and various enterprises have explored blending disciplined agile approaches such as Scrum with kanban and lean practices.

In the early development of agile, kanban was seen as a different and competing process management methodology, and this persists in some quarters [15]. Later developments integrated kanban into agile processes, taking advantage of its ability to control work in progress and focus an agile team’s effort on the most important work ready to proceed.

The word “Kanban” literally means “work card” in Japanese. Kanban originated in the Toyota Production System as a method to precisely match effort with demand via a “pull” process of resource allocation. Kanban cards for parts production contained the type of part needed, how many were needed, and the stage of completion. Workers free to accept work would take a kanban card from a board of parts demands, attach it to a cart, and update the card as the required parts were placed on the cart and produced. A key concept of kanban is to limit the work in progress (WIP) to prevent inefficient context switching by workers; therefore, only a bounded number of kanban cards can be in progress at any given time, with that bound determined by the team’s capacity to execute concurrent work items [46].

In more recent times, kanban is seen to fit well into agile at the team level and above [99, 114]. In the SAFe 5.0 process [96], kanban is an optional element used at the team level to control the completion of features within a sprint. Figure 3 shows how a team can use a kanban board to limit and control work in progress. A kanban board also fits well into agile processes as a “big visible information radiator” to make everyone concerned aware of the team’s status and progress [2].

Highstep [44], initially a small company with limited resources, invested in development, maintenance, and support, has been slowly moving towards incorporating kanban principles in its software development process. Today, Highstep is a mature Scrum-based organization, using an approach blending kanban with the discipline of Scrum [31, 37], but relaxing its strict time-boxed approach, adding more flexibility to deal with unpredictability, particularly in the service mode, without overly stressing personnel or resources.

![Kanban in Agile](image)

**Figure 3. The kanban board as a process element (after [102])**

4.3 Testing, test automation, and quality assurance in agile

Agile processes almost universally use continuous integration [27, 79] to continuously update a codebase shared by the entire agile team as features are created and modified. This requires a paradigm of testing different from that of the waterfall model. Even in the V-model extension of Waterfall [80], where a test strategy and partial test suite are developed early, there is only a single build-and-test at the end of the project. In contrast, agile must execute the same V-model every sprint (or even test within a sprint), since any sprint can induce regressions, i.e., backward steps in development or changes that break formerly stable functionality. To prevent regressions from accumulating in the solution under agile development, the product must be regression-tested periodically, and ideally every sprint. We examine the support needed for this level of regression testing.

A mature software product can have thousands of features. Each must be tested when it is possible that development might break it (change-impact testing), and also periodically, even where breaking changes are not predicted (general regression testing).

Tools such as automated change management [9], program analyzers [66], and traceability bases [30, 72] can often predict the features or support elements that might be impacted by a change, but it is not possible to predict every change without being overwhelmed with false positives. Therefore, general

---

3 Regression testing is not a test level and not limited to product or system testing; rather, it is an approach to be applied at every test level: unit, component, subsystem integration, product, and system.
regression testing, in addition to change-impact testing, is needed at the unit, component, subsystem, and system test levels. But manual regression testing at any test level is too slow and too labor-intensive (and too often imprecise) to be practical for agile development. Therefore, to produce acceptable-quality products, automated regression testing is essential.

An additional set of testing concerns arises with the use of aspects [10, 63], especially if test tools are not aspect-aware. Changes in features implemented with aspects, or the effects of changes in the code served by aspects (pointcuts), may not be visible in the implementation. Various problems can thus be introduced, including but not limited to type errors, non-deterministic semantics, and incorrect exception handling. In practice, many of these problems can be guarded against by using an automated unit test tool and test suite enriched to check for aspect-related problems. Regression testing must likewise be extended to deal with these considerations.

Test-driven development (TDD) [3] is often mistakenly identified as the single mechanism for developing test automation. TDD, while extremely useful, must be broadened from unit testing. Automated component, subsystem, and system tests can, and should, be created or updated while the architecture and interfaces of the system are being worked on.

Finally, to keep the product stable and the test base healthy, it is important in agile development to quickly identify and correct the cause of any failed automated test case. A failed automated regression test case may be due to any of the following:

- The feature has genuinely been broken due to a change in the code.
- The feature still works properly from a customer standpoint, but the automated test case has found inconsequential changes in behavior.
- There is a defect in the automated testbed or test case.

To avoid continually breaking builds, agile teams should have testbeds at their disposal at all times, and should run regression tests on any code before it is checked in to the build. Automated testing is typically used in agile environments as part of the continuous integration process, as well as at the developer level before new code is integrated.

### 4.4 Continuous deployment and configurability

There have been significant advancements in deployment strategies, particularly for continuous deployment [105], in which updates are continuously rolled out for customer feedback. The transition from successful testing into an actual production environment has often been a cause of concern. The intent is to cut over as quickly and as smoothly as possible in order to minimize downtime. One such modern strategy is the Blue Green deployment [32], with two near-identical production environments—a Blue Environment and a Green Environment—one active, serving the Production traffic, and the other as a staging environment for the final testing of the next release. Once a change is ready, it is released and the traffic redirected from the current Production Environment to the other, switching their roles. Not only does this allow for speedier deployment, it also supports rapid roll-back in case something goes wrong.

A related technique, used for continuous delivery, is hypothesis-driven development (HDD) [17, 89], resembling the cycles of science’s hypothesis-and-test or of mathematical modeling, where experiments consist of tweaking the product, including its user interfaces and graphics elements, and analyzing user interactions, data, and feedback.

Another advanced technique is Feature Toggles, or Feature Flags [33]. Feature Toggling allows safe deployment of feature sets to a controlled user base by providing alternative code paths in the same deployment unit. Two major factors to be considered in the implementation of toggles are longevity (the expected feature toggle lifetime) and dynamism (its velocity of change). Release Toggles support Continuous Delivery by allowing in-progress latent, possibly incomplete or even untested, code to be shipped in a disabled flag state, and toggling it active once released.

Feature Activation, an analog of Feature Toggles, although related more to configuration management and access control, offers additional options. It can be used by developers, by software providers, by enterprises, and by individual customers or users. Developers can use it to support beta-testing [55, 109]—evaluation of a new or improved feature or interface by a small group of ordinary users—or as an adjunct to HDD, for comparative and concurrent study of different user interfaces or other features.

A software provider may use Feature Activation for pricing/licensing options or trial periods, or to provide variants for different user communities with different access permissions, data visibility, and views (for example, medical records software used by medical professionals, administrators, patients, and the public at large). IDE providers can offer academic versions, with limited access to advanced features but with student-oriented help and communication modules. Enterprises can use it as a first level of access control, and both enterprises and users can select a configuration when installing or personalizing software packages.

On the other hand, both Feature Toggles and Feature Activation are a good fit for some solution domains, but not all. They work in domains in which features can be turned on and off quickly and autonomously by the development organization or software provider, such as social media sites and apps with live updates, but not in domains where regulatory agencies must pre-approve new or changed features, or where there is high life-safety or economic risk.

### 4.5 Technical and corporate management

Three facets of technical management role and practices in the agile world can be distinguished: “caring” about agile teams, incorporating agility in technical management, and interfacing between agile development teams and corporate management, as well as other organizations and teams. The first generally means pulling back from detail management of team activities, allowing teams to be self-organizing and self-directing, while ensuring they have all the needed resources and expertise to deliver quality products, and further enabling individuals to develop their skills and progress toward their career goals.

Dedicated product owners (at different levels), assisted by technical managers, must maintain oversight: ensuring that product backlogs reflect the original and emerging requirements, coordinating client interaction, and keeping track of progress, backlog accuracy and prioritization, budget, and resources.
The transition at this level is not all that difficult, if sometimes bumpy, for firms that have understood and embraced agile values, but has been difficult when either the technical managers or their superiors did not understand or did not buy into agile methods, or were seriously invested in older approaches. The interface role in particular is problematic for a technical manager whose teams wish to follow agile processes, but who faces lack of understanding, support, or enthusiasm across technical and business management. This has led to enterprises specializing in shepherding companies in the transition to agile/lean philosophy and methodology (see, for example [41]).

Agile also extends beyond the product- and client-centered, incremental iterative development model for a single product, into continuous development. Agile software engineering works in concert with the DevOps model for software delivery and can effectively address facets like security: consider DevSecOps [70, 87]—a DevOps model that addresses security and privacy early and throughout the continuous exploration, development, integration, and deployment activities.

The flexibility of agile methodologies does not mean that every prior problem goes away. In particular, resource estimation still matters. Brooks’ Law [14] still applies—adding new personnel late in the project may be counterproductive, as it may take more time and effort to get them up to speed and incorporate them in the team than they can possibly add to the project. Likewise, late addition of new tools or resources may not help, if it takes the team longer to become comfortable with them than the potential gains from their use. (But this of course does not argue against taking such actions to cope with exigent problems.)

Also, as can be expected, the self-organization, autonomy, and role-driven leadership of agile teams has boundaries, except perhaps in the smallest of startups, where almost everyone is on one team. In addition to a product owner, there are often additional roles, including but not limited to a Tech Lead, Line Manager, and typically a scrum-master or agile coach. The technical leader guides the technical implementation, and coordinates and ensures that role-driven leadership doesn’t drift too far from the product vision, while the Line Manager assists on the administrative role of team management, resource allocations and work-life balance. The scrum-master, or team agile coach, serves as the agile evangelist, helping the team embrace agile principles, guiding the team on overall agility, and helping with team cohesion, while also resolving impediments and ensuring resource availability, and serving as a channel for management and leadership interactions. (With its mix of technical, administrative, support, and bureaucratic functionality, this position can often be hard to fill on an ongoing basis.) In larger organizations or for larger projects, there may be higher levels of governance—a product owner for an entire project or product line, a coordinator of multiple teams, and corporate management with responsibility for technical areas and/or customer contact.

Modern agile approaches extend up and out into corporate management and organizational modes of operation. While the technical guidelines are not fully applicable, agile management and business processes management emphasize agile features. Key activities include building interdisciplinary teams, strong and pervasive intra-enterprise communication, rapid decision making, frequent retrospectives, continuous customer interaction and product delivery, and adaptability to changing market demands, customer expectations, and unexpected events.

Coordination, alignment, and continuous improvement are achieved through regular checkpoints to assess progress, status, and plans, realign to strategic objectives, and engage in periodic retrospection.

5. Applicability of agile methods

In this section, we first consider situations in which agile methods have limited applicability or need modification or extension to the nature of the domain or project. We then highlight key business enablers of agility.

5.1 Modifications and limitations

Critical extra-functional concerns may require some modification of agile practices. The need for an extensive (but possibly not complete) initial understanding of security, privacy, and accessibility constraints has resulted in enhancements of agile practices analogous to DevSecOps [70] and Privacy Engineering [40, 68]. Likewise, dealing explicitly with issues of timeliness, safety, and external interaction in real-time and active systems, requires changes in models and tools (compare the extensions in Real-Time UML [26]), and modifications in technical facets of agile processes, to accommodate, among other changes, greater formality and extensive system, stress, and platform testing.

Limitations on projects fall largely into five areas: product size and complexity, the development structure for large projects, the nature of the application, requirements for formality or consultation, and the need for creativity, novelty, and innovation.

First, agile may not scale well for large, monolithic components beyond a certain size, complexity, or level of distributed execution. Other software architecture approaches may be needed to establish a high-level decomposition and specify stable interfaces [73]. While agile development can readily handle transactional systems and other data-rich applications, including most data science applications, some system and data issues need to be addressed in advance. These include data modeling and representation issues, as well as protocols for interaction with smart devices (as in the IoT). Likewise, significant data collection and data cleaning where needed must precede timeboxed iterations resulting in software deliveries. However, the spread of microservices and containers, and the use of design patterns including database connections, facilitate the decomposition, development, and deployment of bounded context, cohesive services, thus somewhat mitigating the problem [58].

Second, large projects have required some adjustments [11, 24]. Agile methods for software development have been team-focused, but large projects require multiple teams, often distributed across multiple sites or in different business entities, and across time zones and countries. Business and technical processes need alignment [7, 53], particularly with respect to two specific concerns. First, as originally envisioned, agile methods required frequent, preferably face-to-face communication between the team members, and second, required teams to be in frequent communication, and each team to have continuous contact with the customer. The first problem has been largely resolved by larger-scale agile frameworks [69, 97], and by strategies including defining components with cohesive business logic and clear boundaries [74]. Inter-team
communication and collaboration is enabled by a combination of electronic means and visits [122]; customer contact can be handled by identifying a customer advocate—often the product owner or a designee. Remote teams [95] require some of the same adjustments, and others, as has become increasingly apparent in the year of the pandemic. At the other end of the spectrum, agile processes may need some modification for very small projects or teams [36].

Third, standard agile practices may not be appropriate for certain highly mathematical applications. Mathematical, statistical, and algorithmic software often has well understood specifications and requires minimal customer contact, except possibly for UX issues. Also, some process control systems, as in chemical manufacturing or power generation, or protocol-centered components as in networks or security algorithms, may not be well-suited for fixed-length short iterations and deliverables.

Fourth, some classes of applications may require a higher degree of compliance, governance, or formality. These may relate to safety, security, privacy, or intellectual property, have significant timing constraints, or involve cyber-physical systems. There may be legal, regulatory, or standards requirements for formal artifacts or even use of formal methods in domains including health, military, and national security applications. Others may require expert approvals at specific points, in addition to extensive customer contact. Another, related issue is getting signoff from regulatory bodies; these typically do not operate in an agile mode and certify only finished products rather than intermediates.

There is an increased interest in and use of hybrid methods, combining sequential and agile methods and practices for large system development [49, 62, 85, 113] and industrial applications [92] in particular. Hybrid approaches are also proposed to accommodate large or staged process deliverables [29, 85] or the need for more substantial requirements engineering [64]. IoT development also requires novel approaches to testing and dealing with non-determinism; a modified methodology for IoT application development is presented in [123] (see also [22]).

Nonetheless, agile methods with appropriate practices will almost always be the right choice for the development of individual components and user interfaces. Some guidelines remain good practice beyond their strict domain of applicability: identifying critical and core components, functionality, and exceptions, continuous client contact, regular and frequent team meetings supplemented by regular contact between teams, developing backups for key personnel, test-driven development including interface testing, prioritized backlogs, retrospectives, and more.

5.2 Dealing with exploration and discovery

Finally, agile development seems a natural fit for applications with a moderate degree of uncertainty about the feasibility of the solution and incremental innovation rather than fundamental discovery. Agile was not originally focused on speculative exploration or fundamental research—where major discovery, new algorithms, data structures, or models may be needed, or in data science applications that rely on pattern discovery using artificial intelligence, machine learning, or data mining. In such explorations, timeboxing may be inappropriate, backlog content may be hard to identify, and rapid or continuous delivery of partial solutions may not be possible.

But this does not mean that research cannot occur in the context of agile development. Indeed, agile teams frequently realize at some point that research is needed to implement planned features, either when they either do not know how to solve a specific problem and must invent a way, or when they must evaluate alternative approaches for solving the problem.

XP invented the concept of (research) spikes as time-boxed research efforts to solve highly specific problems. As research spikes are executed, the team gains confidence that they have workable solutions (or that a satisfactory one cannot be found, and they are at an impasse) [120]. Spikes also appear in implementing agility at organizational level, speeding up decision and learning cycles, and placing trust in individual teams to enable fast response to feedback and changes. This drives fast delivery of value, but also allows for “fail fast” cycles, fast corrections, and the initiation of discovery and innovation spikes where needed [93].

5.3 Business enablers of agility

The organization needs to build an agile culture as a foundation for operational agility across the entire enterprise. Managers and technical leaders must not just understand agility, but also serve as advocates, willing to argue for the benefit of what some might consider wasteful team activities: team meetings, time spent refactoring, and especially reflection. Technical and corporate management should understand agile processes, team dynamics, indicators of progress, the nature of backlog management, and metrics—not just working software delivered, but other measures of progress and quality. As mentioned above, this may entail engaging agile transformation consultants, with workshops and training for both technical and management staff—and perhaps for support staff such as Human Resources personnel as well.

As importantly, the client/customer must be open to ongoing contact and collaboration, alert to changes in environment and requirements, and accepting of deliverables at intermediate stages or continuously. The customer must also be willing to share information and provide feedback, early and continuously, and be comfortable with a contract that accepts late decisions. The customer should ordinarily not interfere with design or implementation details, except if they affect interfaces or agreements on emergent requirements.

Some specific practical issues with using agile in deliverable products need to be addressed in practice. We have already discussed issues with customer contact, but larger enterprises have additional challenges. Such businesses often have, not a single customer, but thousands to millions of users. Involving significant numbers of end customers in the day-to-day operations is almost always impractical, and businesses must modify agile to address this reality. For low-risk applications like social media platforms, it may be possible to continuously roll out updates and collect customer feedback [105]. Aspects of this approach have been codified as hypothesis-driven development (HDD, see above). Table 2 presents a summary.

<table>
<thead>
<tr>
<th>Enterprise</th>
<th>Customers</th>
<th>Handling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>Few</td>
<td>Direct team contact</td>
</tr>
<tr>
<td>Medium</td>
<td>Tens</td>
<td>Product owner or designee</td>
</tr>
<tr>
<td>Large</td>
<td>Hundreds</td>
<td>Management responsibility</td>
</tr>
<tr>
<td>Global</td>
<td>Thousands</td>
<td>HDD</td>
</tr>
</tbody>
</table>

Table 2. Customer contact modalities
For high-risk applications, such as life-safety applications, continuous deployment is impractical because the risk of breaking the customer’s business (as well as legal and financial risk to the enterprise) is excessive. For such applications, beta testing in customer-controlled sandbox environments is usually effective, especially if the beta-test customers have good tester mentalities.

Such barriers are comparable to those experienced in data science: resistance by senior management and technical staff; poor understanding or implementation; failure to adapt compatible business practices; failure to commit adequate resources, including training and team formation/structure; and failure to adhere to process. Each has one distinguishing problem: for data science, siloing of expertise and efforts within the enterprise; for agile processes, poor relationships with collaborators and clients, although siloing and functional vs. cross-functional teams can also be a problem for agile and DevOps [20].

Finally, management and the development team must agree that agile methods are appropriate for the project at hand [107]. Typically, corporate policy or development group structure dictates the process for all teams, but some companies such as Google now allow teams to select their own development method, as long as boundaries, infrastructure and integration rules for large or complex, multi-team, multi-site or cross-enterprise projects are observed.

5.4 Agility beyond software development

Agile as a concept is not limited to software development [60]. Agile methods for business functions and agile guidelines for customer contact, rapid and continuous development, team structure, and (implicitly) tool support can be used everywhere [19, 21, 47, 57]. With modification, they may be appropriate for development in knowledge-centric projects such as team authorship, or for just-in-time custom manufacture [116].

Their use for production is more problematic, but agile has been considered for the development of computer hardware [65, 86, 108], in construction [6, 16, 83], in manufacturing [1, 54, 88, 118, 121], and elsewhere [80, 110, 115]. These studies offer some reservations, but suggest that agility can offer some useful process and practice guidelines for particular industries.

6. Conclusions and future work

We have surveyed the birth and evolution of agile methods and their spread from a software engineering approach to a methodology for the entire software development enterprise, also looking briefly at its relation to DevOps and other approaches, and the interaction between agile and kanban. We considered the limitations of agile methodologies and the modifications they require, and described the enabling role organizational culture, business processes, and policies play.

In sum, the overall focus of agile has evolved, with its core principles now perhaps closer to the informal “modern” guidelines enunciated by Kerkevsky [84].

- Make People Awesome
- Make Safety a Prerequisite
- Experiment & Learn Rapidly
- Deliver Value Continuously

where “safety” should be understood to embrace not only physical safety but also binding extra-functional constraints and critical risk factors including security, privacy, intellectual property protection, timeliness, or economic risk.

In the future, we plan to look more extensively at the use of agile in other domains, including 4.0 industries, and to examine further the relationship and interaction of agile with various Lean approaches and projects.

Acknowledgments

We would like to thank Nagib Callaos for his support and encouragement, and Fr. Joseph Laracy, Margit Scholl, Helly Shah, and Robert Cherinka and Joseph Prezzama, for their comments and suggestions.

References

10. A. Bajaj, O.Sangwan (2017). Aspect oriented software testing. 809-814, 10.1109/CONFLUENCE.2017.7943261
https://www.thbalancesmb.com/what-is-agile-construction-management-845374
92. V. Rahimian, R. Rasmis (2008), Designing an agile methodology for mobile software development: A hybrid
102. Scrum Professional (2018). To Scrum, to Kanban or to Scrumban, that is the question. ProWareNess. https://www.scrum.nl/blog/to-scrum-to-kanban-or-to-scrumban-that-is-the-question/