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ABSTRACT 

In this paper, we propose a method to predict 
tertiary structure of an RNA sequence. Our 
prediction method would first find the 
secondary structure of the given RNA 
sequence. We then use the relaxation method 
to predict the 3-space structure of it. 
Experimental results show that our method is 
quite feasible.  We tested our approach on 731 
RNA’s. 179 of them got a complete match, 391 
of them got 90% match and 161 of them got 
80% match. 

Keywords: RNA, RNA Secondary Structure, 
RNA Tertiary Structure, RNA Structure 
Prediction and Relaxation Method. 

1. INTRODUCTION 

The prediction of tertiary structure of an RNA 
sequence is important because drug design is 
sometimes based on the physical structure of 
an RNA sequence. There are also some papers 
discussing the prediction of the tertiary 
structure of an RNA sequence [1]-[9]. These 
are based on the assumption that similar 
secondary structures reflect structures that also 
share similarities in tertiary structure. For a 
query sequence of RNA, they predict its 
secondary structure as the first step. There are 
two types in next steps for secondary structure 
to tertiary structure of RNA. In type 1, they 
measure the similarity between the predicted 
secondary structure and the secondary 
structures which exist in their data base [1]-[8]. 

Suppose the predicted secondary structure of 
an RNA A is similar to the secondary structure 
of a known RNA B.  Then they conclude that 
the tertiary structure of RNA A is the same as 
that of RNA B. In type 2, given an unknown 
RNA sequence, they assign initial positions of 
this sequence randomly to start and adjust the 
positions by using the simulated annealing 
algorithm [10],[11] so that the tensional angles 
and bond lengths coincide as much as possible 
with those of a known RNA whose sequence is 
similar to that of the unknown RNA [9]. 

In both types, they compare an unknown 
sequence A with known sequences and find a 
known sequence B which is similar to this 
unknown sequence. Then they determine the 
tertiary structure of A based upon that of the 
known sequence B. 

In this paper, we present a method to predict 
the tertiary structure of an RNA sequence. We 
transform the secondary structure of an RNA 
into a distance matrix in such a way that the 
distances reflect the secondary structure. Then, 
we assign some initial starting points in the 
3-space for each nucleotide in the sequence. 
Finally, we use the relaxation method [12] to 
move all nucleotides into the 3-space such that 
their distances in the distance matrix are 
preserved as much as possible. 

2. THE RELATIONSHIP BETWEEN 

SECONDARY STRUCTURE AND 

TERTIARY STRUCTURE 
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An RNA sequence of length n, can be 

represented as nrrrrR L321= , where 

},,,{ CGUAri ∈ . If ir  and jr  are paired in R, 

we call them a base pair and denote this pair as 

),( ji rr . A secondary structure of R is a set M of 

base pairs, such that 

}1|),{( njirrM ji ≤<≤= . The prediction of 

the secondary structure can be found in 
[13]-[26]. 

We shall call a sequence of base pairs, denoted 

as ),(),)(,( 11 kjkijiji rrrrrr −+−+ L  where 

2/)3(1 −−≤≤ ijk , as a segment. Consider 

Fig. 1, we shall say that this sequence consists 
of one segment and one turn. Every segment in 
an RNA sequence itself is in the form of a 
helical structure.  It takes eleven nucleotides 
to form a complete helix [27]. 

Fig. 1 (a) A secondary structure, (b) The 
tertiary structure of (a) 

Consider the cylinder with radius r and height 
h with a line curved on the surface of it as 
shown in Fig. 2(a).  Suppose we spread out 
the surface of the cylinder in the 2-space.  It 
will be as shown in Fig. 2(b). 

Fig. 2 (a) A cylinder with radius r and height h 

with a line curved on its surface, (b) the 
surface of the cylinder spread out in the 
2-space 

As we indicated before, a complete helix 
consists of eleven base pairs.  The height h of 

a complete helix takes 
o

A34 , and the radius r

is around
o

A5.8 [27]. In the surface of cylinder, 

the angle θ  between 1,1,1 +kk pp and x-axis is 

o48.32)
17

34
(tan)

2
(tan 11 == −−

ππr

h
, as shown in 

Fig. 4-3.  Therefore, the length of L of RNA 

is 
o

A
h

32.63
sin

=
θ

. The distance between two 

adjacent nucleotides is around 

o

o

A
A

332.6
10

32.63
= . 

Given a sequence of total length n , we divide 

it into two subsequences. For each point kp ,1

and kp ,2  where 
2

1
n

k ≤≤ , there are x  and 

y  coordinates, denoted as ),( ,1,1 kk yx  and 

),( ,2,2 kk yx  as follows: 
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      Eq.(1) 

where .
2

1
n

k ≤≤

Consider a point T(u, v) on the 2-space surface 
of the face of the cylinder. Its 3-space location 
P(x, y, z) denotes as follows[28]: 
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Let ),,( ,,, kakaka ZYX  denote the position of 

kap ,  in the 3-space, where 
2

1
n

k ≤≤  and 

a=1,2.  kakaka ZYX ,,, and,  are found by using 

Eq.(2) as follows: 
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          Eq.(3) 

where 
2

1
n

k ≤≤  and a=1,2.

3. PRINCIPLE OF OUR PREDICTION 

METHOD 

The basic principle of our prediction method is 
as follows: Suppose we are given a set of 
points and suppose we are also given the 
distances among them. We initially arbitrarily 
assign these points onto some positions in the 
3-space and we use some iterative method to 
move the points around in such a way that their 
resulting inter-distances are approaching their 
real distances. In our case, we use the 
relaxation method introduced in [12]. 

The basic idea of the relaxation method 
presented in [12] is rather straightforward. If 
two points already mapped are too far away 
with respect to their distance in the distance 
matrix, we try to move these two points in such 
a way to reduce their distance. On the other 
hand, if two points are too close to each other 
with respect to their distance in the distance 
matrix, we try to move these two points in such 
a way to increase their distance. 

Let 
iP  and 

jP  denote two points in the 

3-space.  Let ijd  denote the Euclid distance 

between iP  and jP . Let ijD  denote the 

distance between 
iP  and jP  in the desired 

distance matrix. If ijij Dd )(<> , we shorten 

(enlarge) the distance between iP  and jP  by 

moving iP  and jP  towards (away) each 

other along the line connecting iP  and jP , 

respectively to 
iP'  and jP' . 

The above operation is continued until some 
terminating criteria are met. The final resulting 
locations constitute the predicted tertiary 
structure of the RNA sequence. 

The above steps are presented mathematically 

as follows: Let )( jxix pp , )( jyiy pp  and 

)( jziz pp  denote a location of point i(j) in the 

3-space. Let )( ''

jxix pp , )( ''

jyiy pp  and 

)( ''

jziz pp denote a new location of point i(j) in 

the 3-space. Let ijd  denote the Euclid 

distance between i and j in the 3-space. The 
formulas for moving the points in the 
relaxation method are as follows. 
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 for nji ≤<≤1 . 
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4. THE DISTANCES BASED UPON THE 

SECONDARY STRUCTURE

In the above section, we pointed out that our 
method is a mapping method. We are given a 
distance matrix of a set of points. We initially 
assign the points arbitrarily into the 3-space 
and gradually adjust these points in such a way 
that their resulting inter-point distances are as 
close to their desired distances as possible.  
Thus, whether we have a good desired distance 
is critical to the success or failure of our 
method. 

To obtain the desired distance matrix, we rely 
upon the secondary structure of the RNA 

sequence. Let ijD  denote the desired distance 

between ir  and jr , where nji ≤<≤1 .  

We first state that Rule 1 is an initialization 
rule that creates a desired inter-nucleotide 
distance matrix for an RNA sequence. In this 
rule, r is set to be 8.5. 

Rule 1: This rule is used for any RNA 
sequence in general to initialize the distance 
matrix. 

(1) If ir  is adjacent to jr , 04.7=ijD , 

(2) If ir  is paired with jr , rDij 2= , 

(3) If 
ir  and 

jr  are neither base pairs nor 

adjacent to each other in the       
subsequence without pseudoknot of an 

RNA sequence, DODij =  which is a 

relatively large number; otherwise 

2/DODij = . 

For a segment without a turn, Rule 2 is used. 

Rule 2: This rule is used for a segment of base 
pairs without a turn. 
Step 1: The relative positions of the 

nucleotides in the 3-space are 
determined by using Eq.(1) and (3) as 
follows: 

Let ),,( iziyix PPP  denote the relative position 

of the ith nucleotides in the segment in the 

3-space. 

Step 2: Use the following formula to find pqD

for all inter-nucleotide distances of 
this segment. 

222 )()()( qzpzqypyqxpxpq PPPPPPD −+−+−= , where 

and , jqljjpljkipi ≤≤−≤≤−+≤≤ . 

Rule 3: This rule is used for a segment with a 
turn. 
Step1: Divide the nucleotides of the segment 

together with the turn into two 
sequences. For each sequence, use 
Eq.(1) to determine the relative 
positions of all nucleotides in the 
2-space. 

Step2: For the nucleotides in the turn, construct 
a desired inter-point distance matrix by 
using Rule 1. 

Step3: Apply the relaxation method to the 
nucleotides of the turn, using their 
positions in the 2-space determined in 
the Step1 as initial positions. 

Step4: Based upon the above results, use Eq.(3) 
to determine the relative positions of 
nucleotides in both segment and loop.   

Step5: Based upon the results obtained above, 
construct the desired distance matrix of 
all nucleotides in both segment and turn 
by using the following equation: 

222 )()()( qzpzqypyqxpxpq PPPPPPD −+−+−= , where 

jqpi ≤<≤ . 

After the desired distance matrix of an RNA 
sequence is constructed, we apply the 
relaxation method to predict its 3-space 
structure. We first divide all of the n

nucleotides into two sequences. Then, we use 
Eq.(1) to determine the relative positions of all 
nucleotides of the two sequences in the 3-space.  
Finally, we use the relaxation method to map 
them in such a way that the distances are 
preserved as much as possible. 
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5. PREDICTING THE RNA TERTIARY 

STRUCTURE WITH HELICAL 

DISTANCE ALGORITHM 

In the following, we present the entire 
algorithm.  

Algorithm: The algorithm for predicting the 
tertiary structure of an RNA sequence  

Input: An RNA sequence 
nrrrR L21=  and a 

parameter k. 
Output: The tertiary structure of an RNA 
sequence in the 3-space. 

Step 1: Predict the secondary structure of R 

by using the algorithm in [13]. 

Step 2: Transform the secondary structure 
into the desired distance matrix. 

Step 3: If n is an odd number, we divide the 
first (n-1) elements of the input 
sequence into two equal sequences; 
otherwise, divide the input sequence 
into two equal sequences.  Then, 
assign initial locations for all 
nucleotides in the 2-space by using 
Eq.(1).  For n being odd, do the 
following extra work: 

.sin)10/(

,cos)10/(

θ

θπ

Ly

Lrx

odd

odd

−=

−=

Step 4: Use Eq.(3) to assign all nucleotides 
into initial locations in 3-space. 

Step 5: Utilize the relaxation method [12] to 
adjust all nucleotides in the 3-space, 
iteratively k times. 

Step 6: Output the 3-space locations as the 
tertiary structure of an RNA. 

6. THE VALIDITY OF OUR PREDICTED 

STRUCTURES 

In the previous section, we showed our method 
to predict an RNA 3-space structure from an 

RNA sequence. We shall verify the validity of 
our method by checking the number of turning 
points of our predicted RNA structure and 
those of the RNA tertiary structure. In the 
following, we shall discuss how we define a 
turn in the 3-space. We are given a sequence of 
a 3-space points 

),,(,),,,(),,,( 222111 nnn ZYXZYXZYX L . Let 

1−iP , 
iP  and 1+iP  be three consecutive points 

in this sequence.  Let 
iφ  denote the angle 

between 1−ii PP  and 1+ii PP . In our 

experiments, we say the there is a turn, if iφ

is smaller than o120 .  

Let set Tp  be the set of turning points of our 

predicted RNA 3-space structure. Let Set Tr

be the set of turning points of the RNA tertiary 
structure from PDB. If TrTp = , there is a 

perfect matching between our predicted RNA 
3-space structure and the RNA tertiary 
structure. But, this is rather difficult to obtain.  
We must allow some deviation. 

Let d denote our allowable deviation. That is, 
we say that a turning point i  in Tp  is 

correct with respect to some j  in Tr  if 

dijdi +≤≤−  where d is a pre-specified. 

Let C  denote the number of the correct 
points, and Rdd  denote the number of the 
redundant points. Let || Tp ( || Tr ) denote the 

size of Tp ( Tr ). We define dSr , be a 

similarity ratio based upon our allowable 
deviation d , as follows,  

||||

2

TrTp

RddC
Srd

+

−
= . 

7. EXPERIMENTAL RESULTS 

Our program was written in the C language.  
The entries of RNA were taken from RNABase 
[29] which is a classification database of 1118 
RNA’s whose physical structures are stored 
either in Nucleotide Acid Database (NDB)[30] 
or Protein Data Bank (PDB)[31]. We used 731 
of them to test our approach. 
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Fig. 3 The secondary structure of RNA 1A60 sequence

Fig. 4 The tertiary structure of RNA 1A60 sequence obtained from NDB 

Fig. 5 The tertiary structure of RNA 1A60 sequence predicted by out algorithm 

In our experiment, we set five parameters, r

and θ  of Eq.(1) as  5.8=r 48.32=θ , 

50=DO  in Rule 1 of our algorithm, the 
number of iterations k = 2000 and our 
allowable deviation d = 2. For each sequence, 
after obtaining the predicted result, we used the 
definition of a turn introduced in Section 6 to 
find out all of the turns predicted. Limited by 
space, in the following, we only introduce an 
experimental results is detail. Finally, we also 
show the summary of our experimental results.   

Experiment: Predicting the Tertiary 

Structure of RNA 1A60 

In this experiment, we selected the RNA 1A60 

sequence from NDB. The sequence is as 

follows:  

G G G A G C U C A A C U C U C C C C C C 

C U U U U C C G A G G G U C A U C G G A 

A C C A 

The length of the RNA 1A60 sequence is 44.  
Its secondary structure with pseudoknots 
predicted by using the algorithm in [A2000] is 
shown in Fig. 3. The tertiary structure of RNA 
1A60 sequence obtained from NDB is shown 
in Fig. 4.  From Fig. 4, we can see that Points 
8, 23 and 33 are turning points. None of them 
is a helical turn. The tertiary structure 
predicted by us is in Fig. 5. As shown in Fig. 5, 
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Points 9, 25, 31 and 32 are turning points.  
Although it appears that there are more turning 
points in the predicted result, actually points 31 
and 32 in our predicted 3-space result are so 
close to point 33 in the tertiary structure that 
we consider them as one point and the 
similarity ration is again equal to 1. 

We totally tested 731 RNA sequences in the 
experiment, and the results are shown in Fig. 6. 
In Fig. 6, the x-axis denotes the similarity ratio 
between our predicted result and physical RNA, 
and the y-axis denotes the number of our 
predicted results which fall into a case within 
the similarity ratio. As shown in Fig. 2, 179 
cases of our predicted results fall into the cases 
within 100%, and furthermore 391 and 161 
cases of our predicted results fall into the cases 
within 90% and 80% respectively. These 
experimental results show that our method is 
quite feasible. 

The web-site based upon our algorithm can be
found in 
[http://alg.csie.ncnu.edu.tw/rnapredict.htm]. 

Fig. 6 the summary of our predicted results 

8. CONCLUSIONS 

In this paper, we proposed an algorithm for 
predicting the tertiary physical structure of an 
RNA sequence based upon its secondary 
structure. Through the experiment results, we 
conclude that our approach can be used to 
predict the tertiary structure quite well. At 
present, our algorithm can not handle rather 

long sequences with multiple helical structures.  
We believe that we have to use more 
complicated optimization handle this kind of 
sequences. 
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