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ABSTRACT

Control systems driven by voice recognition software have been 
implemented before but lacked the context driven approach to 
generate relevant responses and actions. A partially voice 
activated control system for mobile robotics is presented that 
allows an autonomous robot to interact with people and the 
environment in a meaningful way, while dynamically creating 
customized tours. Many existing control systems also require 
substantial training for voice application. The system proposed 
requires little to no training and is adaptable to chaotic 
environments. The traversable area is mapped once and from 
that map a fully customized route is generated to the user's 
specifications. All interactions with the mobile robot are done 
through the interface, either by using a touch screen or through 
speech. The system is designed to handle all special cases and 
even error processing in a germane manner, primarily using 
speech.

Keywords:  Autonomous  Mobile  Robot,  Speech  Recognition, 
Voice  Operated  Interface,  Robot  Navigation,  Human  Robot 
Interaction and GPS Mobile Robot.

1. INTRODUCTION

Veronica JagBot  is  a  robotic  tour  guide which interacts with 
human  beings  by  asking  and  answering  questions  while 
directing people on a tour of a semi-known environment. She is 
a capable of understanding and synthesizing human speech for 
communication.  Her  responses  vary  based  on  context  and 
location,  using  a  combination  of  pre-written  statements  and 
dynamically generated speech.

By  maintaining  an  easy-to-use  interface  requiring  minimal 
training, we hope to create a system that can be both used and 
modified by a large portion of the public.  This  can open up 
interest in the field of robotics, and contribute to a wider public 
acceptance of both speech interfaces and robots in general.

Veronica  is  divided  into  three  main  systems:  the  interface 
system, the navigation system, and the real-time control system. 
The interface interacts  with the  user,  which  in  our  case  is  a 
person touring campus facilities. This paper will be focusing on 
Veronica's  upper-level  software,  namely  the  interface  and 
navigation  systems.  The  navigation  system  determines  the 
actions  necessary  to  complete  a  series  of  operations  and 
determines the appropriate route. The real-time control system 
(a CompactRio from NI) accesses all the low level hardware 

(motors,  sensors,  arms)  and  controls  the  movements  of  the 
robot.  The  majority  of  communication  is  routed  through the 
navigation system. Thus if the interface system needs to take an 
action it must delegate the task to the navigation system, which 
ultimately decides what is sent to the real-time control system. 
This is displayed graphically in Fig. 1.

Fig. 1: Organization of Veronica's subsystems.

2. THE INTERFACE

The interface system,  which receives  input from and outputs 
content to the user, can be broken down into two subsystems: 
the speech system and the graphics  system. This grouping is 
made  necessary by the  common information  shared  by both 
systems. For example, when the navigation system determines 
that Veronica has arrived at the next point on the current route, 
it  sends a  message  to  the  interface,  which  then reroutes  this 
message to the speech system and graphics system. The speech 
system then speaks the appropriate text for that point, and the 
graphics system updates the GUI.

As the highest level system of the set, the interface is limited to 
the commands made available to it by the navigation program. 
In default mode, it can not directly order Veronica to move a 
certain  amount  of  feet  in  a  certain  direction.  Instead  the 
interface sends a high-level command to the navigation system 
to move to a specific map point. In return, it receives only high-
level  information  from the  navigation  system,  such  as  point 
indexes.  The  interface  receives  GPS  information  from  the 
navigation system in order to update the display and to make 
map  building  more  convenient.  Although  this  abstraction  of 
commands makes interface programming simpler, it also limits 
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the ability of the user to control Veronica should something go 
wrong  with  the  navigation  system  or  route.  For  example, 
Veronica might come across a large obstruction that she cannot 
circumnavigate. For this reason, a special "command mode" is 
added, in which the user can manually navigate Veronica using 
a radio controller.

The visual portion of the interface is referred to as the graphics 
system. Modeled on popular map applications such as Google 
Maps  and  MapQuest,  the  graphics  system  allows  for  the 
convenient display of Veronica's current location on a map. The 
visual  interface  was  designed  for  use  with  a  touch  screen: 
Buttons were made larger so that they would be easy to find and 
hit. This display is updated regularly with the GPS information 
from  the  navigation  system.  It  also  serves  as  visual 
confirmation of some features  of the speech system,  such as 
confirming  choices  a  user  makes  while  they are  choosing  a 
route. In this way, it is used not only to complement the speech 
system, but as a backup as well.

Fig. 2: Touch screen used to display Veronica's interface.

3. THE SPEECH SYSTEM

The speech system is an extension of a system created by Clay 
Davidson's master's thesis [1][2], which uses Microsoft's SAPI 
(Speech API) and C#. It was observed early on that the speech 
system had trouble distinguishing between statements directed 
at it and statements that should be ignored. Human beings in a 
group  may  determine  they  are  being  spoken  to  by  using  a 
combination  of  context,  visual  cues  (if  the  speaker  is  facing 
towards them), and audio cues (such as hearing one's name, or 
the  volume of  a  certain  voice  relative  to  background noise). 
Since Veronica can not currently pick up on visual clues, every 
statement directed towards Veronica is preceded with her name.

The interface system attempts  to  encapsulate  as many of the 
complexities  of  the  speech  system  as  possible.  After 
recognizing  speech,  the  speech  system  returns  several 
arguments  that  the  interface  then  uses  to  determine  what 
commands will  be sent to the navigation system. The speech 
system,  being  a  subsystem  of  the  interface,  does  not 
communicate directly with any other systems. This modularity 
is maintained so that the speech system might be easily used in 
other applications, such as a route advisor on the JagTran (the 
system of buses that transport students around campus).

Another feature important to the speech system's modularity is 
its ability to adapt to context. Context is recognized by having a 
combination  of  static,  pre-written  grammar  files  and  some 
dynamically generated grammars active at any given time. The 

static  grammars  are  written  to  recognize  questions  that  are 
likely to be asked at the robot's current location. For example, 
answering "where is the nearest bathroom?" would depend on 
Veronica's  current  location.  thus  this  question's  answer  is 
redefined in the grammar for that individual point (called the 
"point grammar"). Questions with answers that change based on 
location but change less frequently than at each point are placed 
into a different category of grammars. Our system utilizes three 
categories of static grammars that can be active at each point:

General  Grammars: "When  were  you  created?", 
"Where are we heading?", “What is your name?”                

Area Grammars: "Who is the dean of this college?"
Point Grammars: "Where is the nearest bathroom?", 

"What is that painting behind you?"

Dynamic vs Static Grammars

Dynamic grammars, generated either during run-time or boot 
time,  are  created  using  the  libraries  included  in  Microsoft's 
.NET 3.5 framework. The route creation grammar is an ideal 
example  of  a  dynamic  grammar  in  use.  When  a  user  asks 
Veronica  to  create  a  new route,  a  grammar  is  generated  to 
recognize  all  of  the  points  on  the  map  that  are referable. 
Referable  points  are  points  that  can be referred to  by name, 
such as the "jaguar statue" or "Dr. X's office". Because of the 
fact that these points and their names can be changed at run-
time,  the  grammar  to  recognize  a  particular  point  must  be 
generated dynamically.

Veronica's  original  system  was  composed  of  purely  static 
grammars, the XML of which had to be manually written. Since 
this  leads  to  a  system that  would  be  difficult  to  modify,  it 
became  a  priority  to  create  a  more  object-oriented  grammar 
system  that  generated  this  XML  automatically  based  on 
properties of objects in the map. This approach has several key 
advantages:

Easier to  modify: It  would  take  considerably  less 
effort and specialized knowledge for a user to modify the map 
(for  example,  adding  a  bathroom at  a  certain  location),  and 
tying the grammars to the map in this way allow changes to the 
map to be made without having to manually modify all relevant 
grammars.

Easier to understand conceptually: This makes the 
system more accessible, which was one of our original goals.

Similar phraseologies are automatically applied to 
similar questions: Phraseologies refer to the different ways the 
same  question  can  be  spoken  (for  example:  "Where  is  X," 
"What is the location of X," etc).

Speech-referable  items  can  be  weighted: By 
identifying all the items that can be referred to by the speech 
system, we can assign weights to them based on the likelihood 
that they will be asked about by the user. These weights can be 
adjusted  over  time  based  on  the  current  context  (relative 
location,  interests  of  the  crowd)  and  historical  information. 
Using this approach, we may be able to improve the recognition 
accuracy of the speech system.

However, there is at least one disadvantage of switching to such 
a system worth mentioning. Increased vocabulary complexity, 
while allowing for a wider range of commands, also allows for 
a  larger  chance  that  Veronica  might  incorrectly  recognize  a 
statement. As we will describe later in this paper, this is indeed 
a problem that we began to experience.  Although this  is  not 
inherently a problem of object-oriented dynamic grammars, it 
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can  arise  indirectly  as  a  result  of  automatically-generated 
phraseologies.

Describing Directions

Generating an answer to the question "where is X?" requires a 
description of a physical location, and making this description 
both understandable and sufficiently descriptive offers a unique 
challenge. In an effort to make the speech system appear more 
conversational, we began by analyzing two common ways that 
humans give directions to each other. Using the example of a 
bathroom located in a nearby library in a hypothetical campus:

Area-Based: These are directions which tend to use a 
hierarchy of areas, usually from broadest to most specific. For 
example: "The bathroom is in the library, on the first floor, on 
the eastern side of the building." Area-based descriptions are 
static and can trivially be generated from map information, but 
they are rarely descriptive enough for people unfamiliar with 
the area.  In  the example given,  the speaker  assumes that the 
asker knows the location of the library.

Path-Based: The  second  category  of  directions  is 
based on the topological path the asker would take to get to the 
destination,  and  can  be  generated  from  the  map  using  a 
shortest-path  algorithm,  in  the  same  way  that  popular 
automobile GPS units give step-by-step directions. Because the 
specific path depends on the starting location, these are always 
dynamic.  Perhaps the strongest weakness with a purely path-
based description is that it can get rather lengthy. For example, 
the previous example might be: "Face south, go straight for 5 
feet,  go  through the  door,  turn  left,  go  across  the  street,  go 
straight for 50 feet until you see the library, enter the back door, 
etc..."

Given  the  inherent  weaknesses  of  area-based  and path-based 
descriptions,  it  is  no  wonder  that  humans  often  give  some 
hybrid  of  these  two  approaches.  However,  programmatically 
generating a hybrid description from map and path information 
remains somewhat unnatural-sounding, and before the final text 
is generated we apply the following tricks:

Remove  insignificant  distance  and  turn 
information: Things  like  "go  forward  for  five  feet"  can  be 
safely removed in most cases as they do not add much to the 
description.

Use reference points to shorten the path: Since we 
cannot assume what the user knows, Veronica starts by asking 
the user if they know of any points near the destination. If the 
user  says  yes,  Veronica's  description  can  start  from  that 
reference point.

Avoid  using units  that  are not  intuitive: Because 
the  average  human  being  does  not  walk  around  carrying  a 
compass  and  odometer,  it  makes  little  sense  to  rely  on 
measurements based on feet and directions. Instead of starting 
by saying "face east" Veronica might physically turn to face the 
starting  direction,  or  give  a  starting  direction  relative  to  her 
current one.

Use the route to save time: As a way of avoiding 
directions entirely,  we  gave  the speech system the  ability to 
check the current route to see if the point being requested was 
ahead in the tour. If so, Veronica would respond by mentioning 
the  object  requested  was  on  the  current  route,  and  that  she 
would point it out when they arrived.

The resulting system would generate directions sounding much 
more  intuitive  and  practical,  as  would  be  expected  from  a 

human  tour  guide.  This  was  tested  at  the  2009  Computing, 
Communications  and  Control  Technologies  conference  in 
Orlando, Florida, where we quickly created a map of the hotel 
the  night  before  our  presentation and had the speech system 
give directions to the bathroom and other locations from inside 
the room in which we were presenting.

Historical Awareness of Responses

Upon recognizing  which  question  (or  category of  questions) 
was  asked  and  which  answer  the  question  is  mapped  to, 
the appropriate response in most cases is to simply read from a 
static  response  file  (defined  in  W3  Standard  [8]). The 
approaches  described  in  this  paper  also  generate  dynamic 
responses based on context, which can be further improved in 
the  future.  This  can  be  seen  when  a  question,  or  alternate 
phraseologies  of  it,  are  asked  multiple  times  within  a  short 
period of time. In true static fashion, Veronica previously read 
the same scripted response to  each question every time  it  is 
asked, even if asked multiple times in a row. In order to make 
her  seem  more  contextually  aware,  the  speech  system  was 
modified to allow her to choose her  words based on several 
factors, including how many times this question has been asked 
in recent history. After repetition of an inquiry reaches a certain 
threshold she will prefix her answer with, "As I said earlier," or 
"Like I said already." In the future, this might even take into 
account  something  like  the  temperature,  so  that  if  it  is 
particularly hot out Veronica might conclude her answer with, 
"but  I'm getting tired  of  answering this  same question.  Let's 
move on with the tour already, it's hot!"

In addition to the entertainment value of this feature, teaching 
the speech system to be aware of the history of its responses 
may also benefit recognition rates. The speech grammars allow 
for  us  to  adjust  the  probability  that  the  speech  system  will 
match  a  certain  rule  to  the  speech  it  hears.  We  can  take 
advantage of this by decreasing the probability associated with 
a rule that was just recently matched, as it is conceivably less 
likely that a user would repeat a question that had just  been 
answered.

4. THE NAVIGATION SYSTEM

Directly  communicating  with  the  interface  is  the  navigation 
system,  which  consists  of  GPS  input,  hardware  control 
integration  and  interface  integration.  This  is  a  lower-level 
software system handling all the path planning and high level 
decision making. All physical points are represented as nodes 
on a graph, each one containing identifying features such as a 
point name, index number, and GPS coordinates. Higher level 
information such as area data and common object categories are 
also  contained  in  the  nodes,  but  are  largely  ignored  by  the 
navigation system and used exclusively by the interface.  The 
nodes  are  connected  by directed  edges  containing  angle  and 
distance information.

The initial design classified all points into one of four types: 
decision,  location,  way,  or  speaking.  Decision  points  were 
located at intersections where the robot would stop, speak, and 
allow tour  participants  to  modify  the  route.  Location  points 
were used strictly for navigation, serving as points at which the 
robot  would not  stop or  speak.  At  speaking points,  Veronica 
would stop, speak, and continue the tour when directed to by 
the user.  Finally,  at  way points Veronica would not stop,  but 
might  mention  something  in  passing.  For  example,  she  may 
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randomly comment on the presence of a soda machine or water 
fountain. However  this  method  had  disadvantages  since 
modifying the type of a point changed route behavior. The point 
system coupled  navigational  data,  speech  data,  and  behavior 
instructions  into  each  point,  making  dynamic  behavior  more 
difficult. Thus, this design had to be modified.

To  rectify  this  problem  in  the  next  iteration,  we  analyzed 
Veronica's possible actions when reaching a point. Three factors 
combine to form a number of possible behaviors: Whether she 
stops moving at the point, speaks when reaching the point, and 
if she stops, whether she waits for a command from the user 
before continuing the tour. Because some combinations of these 
three factors are not possible, five responses remain:

1) Veronica stops at the point,  talks, and waits for the crowd 
before continuing (similar to speaking point behavior)

2) Veronica stops at  the point,  talks,  and continues (used on 
turns)

3) Veronica stops at the point, does not talk and continues (used 
on turns)

4) Veronica does not stop at the point, talks and continues (way 
point behavior)

5)  Veronica  does  not  stop  at  the  point,  does  not  talk  and 
continues (location point behavior)

Determining which  of  these  responses  are  appropriate  is  not 
always  straightforward,  and  in  many cases  there  are  several 
acceptable responses.  Whether or not she speaks at a point, for 
example, depends on what knowledge is present about the point 
and the interests of the user. Nevertheless, this approach allows 
that  decision  to  be  made  independently  of  navigation  and 
movement-related decisions.

Route  planning  is  handled  in  this  system  as  well.  Route 
planning involves finding the shortest routes to several points of 
interest while also traveling the shortest path. This resembles 
the  classic  NP-Complete  problem  known  as  the  traveling 
salesperson, whose complexity is not desirable on a real-time 
system.  The  solution  currently  implemented  is  simple.  After 
designing  a  map,  the  distances  from each  decision  point  to 
every other decision point are calculated and that information is 
saved in the map.  This information can be calculated offline. A 
route can then be found relatively easily by simply retrieving 
known paths between decision points.  However,  this solution 
must be temporary,  as it  will  no longer be feasible for much 
larger maps.

The navigation system also handles connections to lower level 
systems and communicates with real-time hardware to obtain 
sensor information and control the robot. Calls are made to the 
lower  level  and  information  is  obtained  from  the  real-time 
control  system.  The  navigation  system  will  also  be  used  to 
process vision and make corrections to Veronica's heading in 
real time.

5. HARDWARE-SUPPORTED CAPABILITIES

Veronica JagBot stands at just under six feet  tall and has the 
ability to move in all directions using a six wheel differential 
drive system (see Fig. 3). Two motors are used: one for the left 
drive wheels and one for the right. Two Hall-effect sensors are 
used to  count  the  revolutions  of  each  motor  gear.  The  Hall-
effect sensors allow for fine tuned motor control and provide 
information  on  distance  traveled  [5].  There  are  two  bumper 
sensors for generating a tactile interrupt in case the robot hits an 
object that was not otherwise detected.

Fig. 3: Veronica JagBot's base.

Fig. 4: Veronica Jagbot as of March 2010.

Other sensors available to Veronica include infrared and sonar. 
The sensors are used to obtain distance information from the 
robot's  position  relative  to  surrounding  objects  [7].  Video 
cameras are also used to collect data and can possibly be used 
to identify objects by recognizing common features of known 
objects. All of these sensors are collectively used for obstacle 
avoidance and fine-tuning of movement.

Originally, Veronica's primary method for determining location 
was  to  utilize  data  from  the  GPS  system.  However, 
measurements  revealed  that  our  GPS  unit  was  not  accurate 
enough to be used as a primary tool, especially when next to a 
building or nearby a large obstruction like a tree. Additionally, 
GPS is consistently unavailable when inside of buildings. More 
precision is required in order to stay on sidewalks and other 
pathways, and therefore GPS has been reduced in importance, 
used instead as secondary verification of location. The specific 
location  within  that  area  is  primarily  determined  using  a 
combination of vision, sonar, infrared, and distance readings.
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On  the  other  hand,  odometry  gives  a  fairly  accurate 
determination of position relative to a starting point, since the 
wheels tend to hold good traction [4]. The compass is accurate 
to  within  a  few  degrees  in  wide  open  areas,  providing  a 
reference point while turning.  However, when next to certain 
buildings  on  campus  compass  readings  have  varied 
significantly, suggesting interference from ferrous or magnetic 
objects.

The interface and navigation systems are integrated using a 
TCP/IP connection, enabling the programs to either operate on 
the same machine or on different machines over a network. One 
machine will be able to handle the demands of voice processing 
(through the interface) while the other machine will perform 
high-level logic. Veronica has a local area network on-board 
which is used for facilitating this communication.

In her current state, Veronica's hardware is capable of executing 
commands to move forward, backward, make turns, and stop 
within a predefined range of forgiveness. These abilities will 
improve as research continues in the areas of sonar, infrared, 
and vision [6].

6. NORMAL OPERATIONS

When first starting up, Veronica attempts to use GPS and sensor 
data to  determine  her  location.  If  that  location  can  not  be 
determined, Veronica asks the user to tell her the point at which 
she is currently located. The user then tells Veronica to begin 
the route creator, which is the voice module that simply accepts 
points  of  interest.  When  all  the  points  are  added  the  user 
confirms  the  selections  (Fig.  4),  and  the  navigation  system 
organizes the points and begins the route (Fig. 5). The tour then 
begins by simply telling Veronica to continue.

Fig. 4: Visual interface displaying a route confirmation.

Veronica  then  travels  to  the  point,  and  when  the  navigation 
system  determines  that  the  point  has  been  reached,  this 
confirmation is sent to the interface.  The speech system then 
starts a new conversation based on that location. At the end of 
the tour, the user can restart the route generator and instantly 
begin another route. In most cases, this will be a route taking 
the users back to  their  starting location,  but it  is  possible to 
stack routes.

Fig. 5: Visual interface displaying a created route.

Anywhere  along  the  route,  the  path  can  be  changed  due  to 
either  recovery  from  error  (if  for  example  a  path  is 
unexpectedly blocked) or a change of mind of the user. In fact, 
Veronica encourages this dynamic changing of the route. When 
Veronica reaches a decision point, she suggests nearby points of 
interest  not  on  the  route  and  if  the  user  agrees,  they  are 
automatically  added  to  the  route.  Veronica  currently  decides 
which points to suggest based on two factors: proximity,  and 
whether or not the point was already visited. This framework 
allows  for  different  factors  to  affect  this  suggestion  in  the 
future,  such  as  information  about  the  user's  interests  and 
historical user interest in that point. In this way, Veronica can 
even further customize the tour into one that the specific user 
(or tour group) will enjoy.

Error recovery, however, is a critical operation of the interface. 
A lot can go wrong when a six-foot robot guides a crowd of 
tourists  around an  outdoor  environment,  as  we  have  learned 
many times throughout this project. These can be broken down 
into two categories: software/user errors and hardware errors.

Software / User Errors

Since a stated goal of our project is a system with high usability 
with little training,  there is considerable room for  user error, 
and the interface thus needs to be extremely robust. Perhaps the 
most common source of errors will be incorrect recognition of 
user  speech  and  commands.  All  speech  data  is  logged,  so 
immediately  after  Veronica  gives  an  incorrect  response  the 
command  "Veronica,  that  was  wrong"  allows  for  future 
recalibration of the system. This can be achieved by examining 
the context in which the incorrect recognitions are made and 
developing patterns to prevent them in the future. The speech 
system also requests confirmation at times, and in the case of 
route  creation  displays  a  visual  confirmation  and  allows  for 
correction before the route is finalized.

Veronica depends heavily on map information, so incorrect map 
information can lead to serious error. The front and back bump 
sensors shut down Veronica's  motors immediately,  preventing 
any damage in case of collision. Route information can also be 
modified at run time in case of last-minute changes, such as an 
edge that is  no longer traversable due to an obstacle.  In  this 
case, because computer vision is not currently utilized, Veronica 
must manually be driven to the next point on the tour, where 
she  will  automatically  resume.  It  should  be  noted  here  that 
autonomous obstacle avoidance through vision is an interesting 
future direction of this project.
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Hardware Errors

Catastrophic hardware errors that lead to a loss of control of the 
hardware system by the upper level software are outside of the 
realm of control of the software, and can only be handled by 
manual shutdown (most notably a big red switch on the back of 
Veronica that instantly shuts down the entire system). However, 
because of the fact that the interface runs on laptops using their 
own battery power, total hardware failures almost always leave 
the upper level software running. Should the navigation system 
detect that it has lost connection with the lower level hardware, 
it simply waits until the connection can be resumed. This has 
proven  useful  during events  where Veronica had to  be radio 
controlled,  either  because  finer  precision  was  needed  to 
navigate  through  narrow  doors,  or  because  her  path  was 
unexpectedly obstructed.  Software  recovery  then  attempts  to 
bring Veronica into a well-defined state.

Inaccuracies  with  the  compass  or  GPS  readings  can  cause 
Veronica to think she is at the wrong point, or point towards the 
wrong direction when turning. For the purposes of these tests, a 
delay  was  introduced  in  between  her  turning  and  forward 
movement stages, to allow for manual correction. Additionally, 
routes  were  chosen  that  tend  to  be  in  wide-open  areas,  to 
improve reception and reduce any possible interference.

7. SYSTEM TESTING

Interface Testing

To demonstrate the feasibility of the interface and navigation 
systems, a simulation mode was constructed without the lower 
level control system. This system was tested on a single laptop 
using  the  GPS,  interface,  and  navigation  systems.  Without 
information from lower level hardware, GPS alone was used to 
determine location. The example tour used only a few points 
loaded into a map covering a small outdoor area. In place of the 
wheels moving Veronica from point to point, we simply placed 
the laptops on a cart and had Veronica instruct us to manually 
walk to the given point.

The  results  were  promising.  Veronica  was  able  to  provide 
correct routes, and there was virtually no delay in the transition 
between active grammars. Although we were outside and using 
the built-in laptop microphone, the speech system was able to 
recognize  spoken  commands,  which  was  consistent  with 
Davidson's thesis [1].

The  interface  and  navigation  systems  were  also  tested  by 
putting the laptops in a car, essentially repeating the previous 
test over a wider area (the southern half of the University of 
South  Alabama  campus.  Part  of  this  test  can  be  seen  at 
http://www.youtube.com/watch?v=AMSi6UKx0Xo).  The 
upper-level  systems  successfully  provided  a  tour,  proving 
sufficient accuracy of the GPS system and demonstrating that 
the  basic  map  and  route  creation  features  were  ready to  be 
tested with the lower-level hardware.

Full Integration Testing

A fully integrated test of the system came after the success of 
the interface and navigation test. Points were chosen to avoid 
obstacles  like  steep  hills  and  crowds.  A map  containing  the 
selected points was created, containing speech information and 
static grammars unique to each point. Our goals for this series 

of tests were to have Veronica decide the best route to take for 
the user requests, safely navigate point-to-point, and narrate at 
each speaking point.

The  real-time  control  system  was  then  connected  to  the 
navigation  system,  which  ran  simultaneously  on  the  same 
machine  as  the  interface.  The map was  selected by the user 
through the interface and sent to the navigation system. After 
several  points were selected using the route creator, Veronica 
successfully  and  consistently  determined  the  best  route 
including  these  points,  and  turned  in  the  direction  to  travel. 
Using  odometry  to  notify  Veronica  if  she  has  traveled  the 
correct  amount,  Veronica was  able  to  successfully traverse  a 
route and return to her original point.

Some  issues  became  apparent  with  these  initial  tests.  When 
reaching a point and preparing to traverse the next edge on a 
route, Veronica would rely solely on compass data. This data 
was inconsistent inside of the building in which we performed 
the indoor tests due to some sort of magnetic interference, and 
as a result Veronica would take anywhere from thirty seconds to 
a minute to line herself up with the correct compass value. Even 
when  the  alignment  was  complete,  the  inconsistency  of  the 
original map information would require us to manually correct 
Veronica's  heading.  Additionally,  without  any  sort  of 
verification along the way to ensure Veronica was going straight 
(no  machine  vision  was  implemented  at  this  stage)  she  had 
trouble staying on the path without being in danger of hitting 
objects on the side. Unfortunately,  this problem only became 
worse when Veronica was taken outside into a less controlled 
environment, where she would be required to stay on sidewalks.

Nevertheless,  the  upper  level  route  creation  and  tour 
management  system  were  largely  successful.  In  a  limited 
outdoor tour directly outside of the engineering building (which 
can  be  seen  at:  http://www.youtube.com/watch?
v=BFIP0y5kWoo), Veronica was able to describe her location 
to  the  users  at  several  points,  and  to  generate  directions  to 
objects on the map, some of which were added mid-route.

Next, a larger tour was organized covering about 1/4 mile and 
containing 20 points. This tour would bring Veronica through 
heavily  populated  student  areas,  requiring  her  to  traverse 
through  hallways,  over  sidewalks,  switch  from  outdoor  to 
indoor  settings,  finally  concluding in  front  of  the  University 
President's  office.  Veronica  was  manually  controlled  once 
during this tour (for her safety), at a car crossing which led to a 
particularly  narrow and  steep  ramp.  After  this,  however,  her 
location  was  manually  updated  and  the  tour  resumed  at  the 
correct location.

8. RESULTS

We will  now examine  some stated goals  of  this  system and 
describe the results of the tests in achieving them:

High Usability

In order to gauge the usability of a system we must first identify 
the needs of the user(s). The user needs to interact with a tour 
guide robot in order to obtain information about an otherwise 
unknown  area.  The  guide  should  avoid  using 
any colloquialism that  would  confuse  the  tourist.  The  system 
interface needs to be designed with the casual user in mind.  
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Buttons  need  to  be  clearly  labeled  and  some  features  may 
require tips to encourage correct user input. Veronica's interface 
implements all of these ideas.

The  voice  system  also  is  usable  with  very  little  training. 
Because of the wide variety of alternate phraseologies that are 
accepted  by  the  grammars,  specific  commands  need  not  be 
memorized in detail. This is an important feature of the system 
and contributes greatly to its overall usability.

Increased  Public  Acceptance  of  Robotics  and  Speech 
Interfaces

The minimal training required by the speech system serves an 
additional purpose in that  it  also has been shown to increase 
public acceptance of robots and speech interfaces in general [1]. 
The success of the tests mentioned in this paper demonstrated 
the potential for widespread public acceptance of Veronica as a 
tour guide. Although still aware that she was a robot, users were 
interacting  with  her  and  receiving  responses  naturally.  She 
gathered notable attention from the students passing by,  who 
seemed  to  express  a  genuine  interest  in  the  project  and 
excitement looking forward to a campus-wide tour.

Versatility

In  addition to  its  use  as  a  tour  guide  robot,  there  are  many 
diverse applications of this system. We have demonstrated, in 
our  in-car  test,  that  the  system  could  be  used  to  provide 
information  to  users  who  are  driving  around  campus.  This 
means individuals touring an area on their own or for a bus full 
of tourists might be benefited by use of this interface. We have 
also demonstrated that the system could be used for individuals 
on  foot  in  the  walking  tour.  Such  a  walking  tour  could 
conceivably  be  adapted  for  use  on  a  smart  phone.  Another 
university-related  application  is  for  new  students  getting 
acclimated with campus. This could be used to keep freshmen 
informed about events and services on campus and could serve 
as a public relations tool. The system could be adapted to robots 
used for facility tours or even remote tours of the campus.

9. FUTURE DEVELOPMENTS

There are a number of features that are in progress that would 
make interactions with Veronica richer and more captivating:

Generalizing common grammar structures

As mentioned earlier, there are often many different ways to ask 
the same thing. "Where is the bathroom" can be asked a certain 
number of ways, but their general phraseologies are similar to 
those of other questions that ask for an object's  location.  An 
informal  template  was  developed  to  take  advantage  of  these 
similarities, so that whenever a new rule (a question-answer set) 
was  added  to  a  grammar,  the  most  common  variants  of  the 
question would be easy to list. For example, a question asking 
where  the  location  of  an  object  X  is  would  include  the 
following forms:

Where is X?
Where can I find X?
Can you tell me where X is?
What are the directions to X?

The  grammars  associate  each  group  of  phraseologies  with  a 
single response code, which is then processed to dynamically 
generate a meaningful answer. It is hoped that in the future, the 
speech system can be modified to instead recognize the form of 
the  question  and the subject  of  the  question separately.  This 
would give us the advantage of a cleaner, more object-oriented 
approach. The speech system would then return two pieces of 
information to the interface: The name of the object,  and the 
name of the property it is requesting. "Where is the bathroom?" 
would be broken down as a request for the "where" property of 
the object "bathroom." Such a feature opens the door to speech 
grammars that  can be generated automatically based on map 
data and location context,  which might  be applied to a wide 
variety of other areas that use speech recognition.

This  approach,  however,  requires  that  the  speech  system be 
trained to recognize individual words, rather than recognizing 
on a sentence-by-sentence basis. The accuracy of this approach 
will need to be tested using the same conditions as the original 
thesis to determine if there are any improvements or decline in 
recognition rates as compared to Davidson's thesis [1].

Upper Level Data and User Interests

Work is currently being done on examining exactly what upper-
level data can be stored in the map to deliver a more enriching 
experience for users. Ideally this would be information that can 
be directly translated into an appropriate grammar, so that it can 
be  recognized  and  referred  to  by  the  speech  system 
automatically. A possible future area of research is setting up a 
website  through  which  students  can  input  information  about 
clubs,  offices,  and  possibly  even  events,  that  can  then  be 
processed and imported into Veronica's map data.

This  map  object  metadata  can  be  used  to  create  more 
customized  tours  for  the  users.  Interests  of  the  users  can be 
extrapolated  from the  types  of  questions  they ask,  or  which 
points they choose to visit  on the tour, and more meaningful 
suggestions of places  to  visit  can be made.  Furthermore,  the 
speech system can choose which facts to mention about points 
visited on the tour, creating a tour guide system in which no two 
tours are the same.

Finer Control

Better control of the robot is important to Veronica's successful 
completion. Because she is so large, she has had trouble moving 
through doors and staying on sidewalks. By tightening up some 
of the control algorithms and using sensor data to reduce the 
probability  of  error,  Veronica  will  appear  graceful  and 
intelligent  rather  than  big  and  clumsy.  Investigating  and 
upgrading hardware as well as incorporating new types of senor 
data may also be necessary.

Machine Vision

Our experiments with GPS and the compasses have shown that 
they  are  not  reliable  enough  for  the  fine-tuned  navigation 
Veronica requires. This has made it clear that vision is much 
more important than originally assumed, and so an increased 
emphasis  has  been  placed  on  getting  Veronica  to  “see”  her 
surroundings and act on what she sees. This can be done by 
actually collecting data on the tour and manually going through 
the data later identifying objects (like doors or sidewalks) and 
training the vision system to better recognize such things. This 
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will  be  an  ongoing  process,  currently  in  development,  and 
Veronica should continue to improve and evolve as she learns to 
identifying shapes, lines, and eventually complex objects [3].

10. CONCLUSIONS

We have attempted to create a control system for tour guide 
robots with an emphasis on usability and easy accessibility. The 
interface  and  navigation  systems  can  aid  a  person  who  is 
unfamiliar in an area by giving the person clear paths to take, 
and offering suggestions of locations of which the user might 
not  otherwise  have  heard.  The  result  is  a  virtually  seamless 
integration  of  navigation,  object  awareness,  and  speech, 
providing value-added information to a completely customized 
tour.

The work done on the speech system also offers several general 
applications.  Our  emphasis  on  making  sure  that  the  speech 
interface requires little to no training gives this robot a broader 
appeal. It also offers a template that can be followed to enrich 
robot-human  interaction  in  areas  from  customer  service  to 
assisting  the  visually  impaired.  The  potential  ability  of  our 
speech  and  map  system  to  dynamically  generate  speech 
grammars is also an application that opens up customization of 
speech  systems  to  those  who  are  less  tech-savvy.  Casual 
software  users  might  one  day be  able  to  use  our  system to 
configure custom tours of any area, which we will in fact test as 
we take Veronica to high schools in the area.

Veronica is capable of traversing any number of routes in series 
as long as she can safely reach points within a sufficiently large 
margin of error. Since GPS alone failed to deliver an acceptable 
level  of  consistency,  an  increased  emphasis  is  placed  on 
Veronica's hardware system. After compensating for this loss of 
accuracy, the walking tour results should be reproducible on the 
fully  autonomous  system,  giving  any  user  a  dynamically 
tailored  tour  without  ever  making  any  changes  to  the  code 
implementation.
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