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ABSTRACT

The fast development of network and database tqubai

makes the data collecting and storing much easy and

convenient. With more data being collected andlabkd, there
come the increasing requirements and huge oppbesifor
cooperative computation, where data are distribatedss sites,
and each site holds a portion of the data and wisioe
collaborate to detect globally valid multivariatendar
relationship.

This paper considers the privacy-preserving codjyerdinear
system of equations (PPC-LSE) problem in a large,
heterogeneous, distributed database scenario, ichwtwo
parties would like to conduct cooperative compotatirom
their private database while keeping their own dateret. The
paper proposes a privacy-preserving algorithm tecalier
multivariate linear relationship based on factoralgsis.
Compared with other PPC_LSE algorithms, the propose
algorithm not only significantly reduces the comrneation
cost, but also avoids the random matrix generatibreither
party to hide private information.

Keywords: privacy preserving data mining, multivariate linear
relationship.

1 INTRODUCTION

The fast advances in network and database techiesldgve
dramatically increased our ability to collect, stoand share the
data. With more and more data being available, ethate
increasing needs for sharing and “making the sense’df the
data by data mining. Data mining, as an efficieraywof
exploiting large databases, has been widely useéxwacting
useful knowledge from the data that was not knowfore.
Traditional data mining research and developmertugoon
efficient and scalable techniques that can handée ldatasets.
As data tends to be collected and scattered adiffesent
places, in many occasions, multiple data sourcesedwby
different parties are needed in order to extractidémn
knowledge, thus data privacy becomes a major cancer
Without proper control data mining can easily ld¢hk secret
information from the data.

Privacy preserving data mining is a very activeeaesh field of
data mining. Its goal is to discover new and udeafowledge
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buried in the sheer amount of data while protecgirigate
information from being disclosed at the same time.

The paper considers the privacy-preserving cooperdata-
mining problem, in which multiple parties want tonduct data
mining on their databases to find mutually benefici
information. These parties may be trusted, paytiadilsted,
mutually uncommitted, or even competitive. When gaeties
trust each other, the cooperative data miningragttforward:
it only requires knowing inputs from all partnekowever, the
situation could become much complicated if no temtld be
assumed. This gives rise to the need for privaeggrving
cooperative data mining. The following two exampéegplain
such need.

e Two clinics conjecture that two diseases may bateel
Each clinic has the patient data of one diseasth &ould
like to conduct a joint investigation on their gati data to
verify their conjecture. Since each clinic is riggd to
protect their patients’ data according to the mwa
regulation, they need to find a way to analyzertpaiient
data without disclosing the patients’ information.

e After a costly market research, company A decideat t
expanding its market share in some region will leeyv
beneficial. However A is aware that another cormggti
company B is also planning to expand its marketeslira
some region. Strategically, A and B do not wantdmpete
against each other in the same region, so they twaariow
whether their regions overlap without giving awagdtion
information (not only would disclosure of this imfeation
cost both companies a lot of money, it can alsoseau
significant damage to the company if it is disctbée other
parties, e.g. another bigger competitor could then
immediately occupy the market there before A orvere
starts; or some real estate company could actteile their
price during the negotiation if they know A or B\ery
interested in that location). Therefore, they naeday to
solve the problem while maintaining the privacy théir
locations [11].

These applications require conducting cooperatoraptation
based on each party’s private inputs, but neitlagetygs willing
to disclose its own information. The problem of htmaprovide
the gains of shared data without “giving away theres [5]
triggers the privacy-preserving data mining redearc

In this paper, we consider the privacy-preservingperative
linear system of equations (PPC-LSE) problem inagyd,
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heterogeneous, distributed database scenario. @fird@tidn of
PPC-LSE problem [10] can be summarized as follows.

A matrix M and a vectob represent a set of linear constraints.
There exist two basic models in the cooperativemgation.

Model 1 Homogeneous Model

Party A has am xn matrix M1 and a vectob1 of length m;
party B has am, x n matrix M2 and a vectob2 of length m,.
Without releasing private matrix, they want to solv

N

Model 2 Heterogeneous Model

Party A has amxn, matrix Ml; party B has amxn, matrix
MZ. Both parties know a vectbrof lengthm. Without releasing
private matrix, they want to solve

(M 1 M, )X =b
The two models can be combined into a hybrid model
(M1+M2)X:b1+b2

PPC-LSE protocol [10] was proposed to solve thibfam. It
uses 1l-out-of-N Oblivious Transfer protocol [12] ascure
protocol. Based on 1-out-of-N Oblivious Transfeotprcol, two
linear equations, (M .M Z)x =b, +b, and
P(M,+M,)QQ*x=P(b, +b,) , have the same solutiaq

whereP andQ, arenxn random matrices an@ is invertible.
The protocol proceeds in three steps. Firstly,)PArhidesM1

in j random matricesDi, i=1,2,...j, and sends all to party B.
Secondly, party B generatés and Q, and sends the results
P(D, +M,)Q, i=12--,j and P(b, +b,) to party A. In
terms of 1-out-of-N Oblivious Transfer protocol,rgaA can
know P(M, +M,)Q , while party B doesn't know party A’s

choice. Thirdly, party A solves the linear equation
P(M, +M,)Qx =P(b, +b,), and sendX to party B. Finally,
party B calculates the final resuks: QX .

This paper focuses on the Heterogeneous Model &-IBFE

problem. This model assumes a large, heterogeneous,

distributed database scenario in which numericala dis
vertically partitioned in two sites. Each site @ins some
elements of a transaction and shares a join keyheftwo
databases. Without privacy concern, the problemoisnine
linear regression model involving attributes ottiean the join
key, and it can be solved using the traditiondisttaal method
because all inputs are known. However, the assomptiat all
inputs are known is not true in the privacy-presev
cooperative computation situation. The paper inted a
privacy-preserving algorithm based on factor anglys mine
multivariate linear relationship from verticallypiioned data.

The remainder of this paper is organized as folldBection 2
gives the related work. Section 3 presents the dodefinition

of the problem. Section 4 presents the proposetadeSection
5 analyzes the accuracy of the algorithm. SectiatisBusses
security, communication and computation cost ofatgerithm.

Section 7 concludes the paper and gives future work
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2 RELATED WORK

Secure multiparty computation (SMC) problem wasstfir
introduced by Yao [13], and extended by Goldreit#][ From
SMC perspective, [11] lists a number of privacyseming
problems in the area of data mining, scientific pating,
statistical analysis and so on. Privacy is becomingmportant
issue in data mining applications. There existdhciasses of
privacy-preserving solutions in data mining: datg#uscation,
data summarization, and data separation [6].

Data obfuscation is based on reconstructing digiob of the
original data value. The techniques include swappialues
between records [15, 20], adding noise to the wlimethe
database [2, 4, 3, 16]. Data summarization provitetistical
information via query restriction, for example, tafling the
overlap [17], suppressing data cells of small §183 and so on.
Data separation is a kind of secure multiparty cotaion.
Research has also been conducted to construcetigah tree
[19] and exploit association rules from horizontghlartitioned
data [8] by using cryptographic oblivious functiomsprivacy-
preserving scalar product protocol was proposef®ijn7] to
mine association rules from vertically partitiorsata.

From the eigensystem and statistics perspectives, gaper
proposes a privacy-preserving algorithm to discover
multivariate linear relationship and analyzes thgomthm's
confidence.

3 PROBLEM DEFINITION

Let | ={i,,i,, i} be asetomitems, T ={t,,t,,---,t,} bea
collection of transactions, where each transactjés a set of
items such thatt; 01 . Let X be annxp matrix that
representan transactions defined gm correlated attributexl,
Xz""’ Xp; Y be annxq matrix that represents transactions
defined onq correlated attributeé(l, Y2,..., Yp. There is no
sharing information betweexiandyY.

Under the PPC-LSE’s heterogeneous model, we astwahthe

databasq is vertically partitioned between two parties A @d
Party A has the matriX, and party B has the matri. Both

parties know a vectoZ of length n. Without either party
disclosing its private matrix, they want to solvee tlinear
function

Z=0,+0,X,+0,X, -+, X,
+0,,.Y, +0,,,Y, +---+J..Y,

p+l p+2 pP*tq 'q

4 PROPOSEDALGORITHM

Concerning the privacy, the proposed algorithm aiste
multivariate linear relationship using factor arsidyand least
squares estimation. Factor analysis is a statiggchnique that
can be used to analyze interrelationships amorgge Inumber
of variables and to explain these variables in $ewh their
common underlying dimensions (factors). In the pszul
algorithm, factor analysis is employed at party AAfind the
common factors of its data partitionh Party A then sendEX,

the factor scores matrix of, to party B. Party B uses the least
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square method to obtain the multivariate relatigmsh’ among
its data partitiorl¥ and the factor scores matrix Xf and sends

Z' to A. Finally party A recovers the multivariatdatgonship

betweenX andY by transformingZ' from the factor space
back to the original variable space. Thus by faetwalysis the
problem of finding the multivariate relationship ang original
variables is transformed to finding the relatiopshimong the
common factors of party A’'s daté and the original variables
of the party B's dat&’. Moreover, factor analysis enables both
parties to collaborate on the computation of thdtirariate
relationship without disclosing their own data.

In this section, we first briefly introduce factanalysis and
classical linear regression model, and then we epteshe
private-preserving algorithm to detect multivariateear
regression.

4.1 Factor Analysis

Factor analysisis used to uncover the latent structure
(dimensions) of a set of variables. It has a varief
applications such as the assessment of underlgiationships
or dimensions in the data, and the replacement rigfinal
variables with fewer, new variables. [21].

Definition 1

Let X be the observable random vector with variables
Xy, Xgyre Xy s that has sample mean vectar and covariance

matrix 2 . The factor model postulates th¥t is linearly
dependent on a few unobservable random
variablesF ={F,,F,,---,F,} , called common factors, ang

additional sources of variatiomz{.91,.92,...,;3p , Jcalled errors,

or specific factors. The factor analysis model is
X=X =l +lF, +e 0 B+

Xy =X, =lyF +l,F, ot F e,

2m' m

: )
X, =X, =l F + 0 ,F+t il F o+,
or, in matrix notion,
X—-u=LF +¢ (2)

whereL ={/;} is the matrix of factor loadingd; is called
the loading of théth variable on th¢th factor.

If we assume the unobservable random vedtoasd € satisfy
the following conditions:

F and € are independent
E(F)=0, Cov(F) =1

E(¢) =0, Cov(e) =W, where
Y is a diagonal matrix

We get the covariance structure for the orthogéabr model.

Property 1. The covariance structure for the orthogonal factor
model is
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1. Cov(X)=LL'"+y¢ or

Var (X)) =05 + 05, +-+ 05+,

Cov(X;, X )=ty lg *+- il

2. Cov(X,F)=L or

Cov(X;,F;) =1,
Given n observations orp correlated variables, the goal of
factor analysis is to adequately represent the sdata
% = (Xq X u %), 1 =12---,n, with a small number of

factors. The factor analysis can be performed we t
approaches: the principal component method and mani
likelihood method. The principal component method

assume& = LL" +0=LL" . For simplicity, we only present
the results from the principal component methoeher

The principal component factor analysis of the damp
covariance matrixS is specified in terms of its eigenvalue-

eigenvector  pairs (jl,él),(jz,éz),n-,()lp,é ) where

p

;'1 zjz 22 jp. Let m<p be the number of common factors.

The matrix of estimated factor Ioadin{j;cr i$ given by

C=1A8 A8, 4,2, ®

The estimated specific variance are provided bydthgonal
elements of the matri®=LL", so

1/71 0O - 0
~ 0 ¢ 0 O R m ~
w00 O i g =s, -3 @)
: : i
0 0 - g

Communalities are estimated as

=iz el e
Factor scores are estimated values of the unolisearsdom
factor vectorF:[F1 FZ---FP]T. That is, factor scorefgj is

equal to the estimate of the valugsttained byF in jth case.
Factor scores estimated by the principal componarg
generated using an un-weighted least squares prazed

f =(L"L)L" (x, -%) (5)

__1o .
whereX=—3 X, is the sample mean.

nij=u
Property 2. The contribution to total variance from the j-th
common factor is

A,

]
s11+522+”'+spp

Then, the number of common factarscan be selected based

on the estimated eigenvalues. It is generallycs#ie¢ number of
positive eigenvalues 08.

4.2 Classical Linear Regression Model Introduction

Given n independent observations an predictor variables
z,z,,---,Z, and the associated response varialfle the

classical linear regression model is defined a} [22
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Y1 1 Zy, L, 4 ﬁo &

Yz - 1 Zyy Zy ot Iy 182 + &
Yn 1 an Zn2 an IB’r gn (6)
or,
Y=2Z8+¢

The least squares estimate 8f in (6) is given by

B=(Z'2)"Z"Y @)

4.3  Algorithm

The intuition behind the algorithm is that the egEntation of
an original data matrix in the factor space is sfarred for
computation. By doing this, it is possible to reeluhe size of
data being transferred if only a small number ohomn factors
are used. In addition, it is infeasible to retrig¢lie original data
matrix without the knowledge of common factors. Tleast
square method seeks the linear model based onotinenan

factors. Finally, the linear function is obtainediav

transformation.

Step 1 Party A calculates eigenvalue-eigenvector pairstéo
sample covariance matrices via scanning privateicestonce
[23]. AssumeX is annx p matrix, Y is annxq matrix. Let

(A.X ex) (i=122---,p) be the eigenvalue-eigenvector pairs
of the positive definite matrixS,, which is the sample

covariance matrix of X.

Step 2 Party A choosesh (h < p) common factors, and

computes the factor loading matrix* ,«n , specific error

vector ¢ , and the factor scores matrik*ns ={f* },

i=12---,n, j=12.---,hrespectively.

Step 3 Party A sends its common factor matfd to party
B.

Step 4 Let the predictor be

1 f1)1( fl; f1|>1< Yiui Yo o qu
welt T e
1 fn)]f fré fn;( Yo Y2 ynq
the associated response Bé =(z1 z, - zn). Party B

calculates the h+k + ZToefficients = (W W) W'Z, then
obtains the linear function

Z=FB=p, +131F1>< +IBZF2X *ee

(8)
+ ﬁh th + :Bh+1Y1 + :Bh+2Y2 toeet lgmqu

Step 5 Party B sends the linear function (8) to party A.

Step 6 Party A replacesF* , i=12---,h, in (8) by

X = (X, X,,++,X,) . Finally, the linear function (9) is

obtained.
Z=0,+O X+ +0, X, +0,,Y, +--+0,.. Y, (9)

Step 7 Party A sends the equation (9) to party B.

5 ACCURACY OF THEALGORITHM

Suppose the population is normally distributed @hee party.
To assess the adequacy of the model obtained bprtpmsed
algorithm, it involves the following two kinds ofseémation
analysis.

= Test the adequacy of factor model [21].

Suppose the number of common factorsris Testing the
adequacy of then common factors model (1) is equivalent
to testing

H,: S=LLT +y vs H,: any other positive definite
matrix.
We rejectH, atthea level of significance if

LU+l .

| S| [(p-m)*-p-m]/2,a

(n-1-(2p+4m+5)/6)In 1
0)

provided thanh and n— p are large. This condition can be
guaranteed in large databases.

Because the number of degrees of freedom
[(p—m)*> - p-m]/2 in (10) must be positive, then

m<1(@2p+1-8p+1) (11)
Suppose party A hag, level of significance for thé
common factors model via step 2.
e Test the linear regression model [22].

After fitting a multiple regression model (6), thext step
is to determine which predictor variables haveistiaally
significant effects on the response variable. Tdas be
done by testing the hypotheses

Ho: B,=---=5,=0 vs H,:atleastongs # 0
Before giving statistics, we introduce some deifomis.
Definition 2

Let y. be observed values;, = 8, + Bz, +---+ .z, be
fitted values(i=212,---,n ), and y be the mean of the
observed values.

The error sum of squareSSE = En“(yi -y)%.
i=1

The total sum of squareSST = Zn“(yi -y)°.
i=1

The regression sum of squar88R = SST - SSE .

The coefficient of multiple determination
= SR —1- SSE

SST SST

We rejectH, atthea level of significance if

An- 1
F = % r,n—(r+1),a (12)

Where statistid= is an increasing function afz, follows
anF-distribution withr andn-(r+1) degree freedom.
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Without considering the error from step 2, we assiparty
B has a, level of significance for the multivariate linear
model via step 4.

Finally, taking both errors from step 2 and stejpté account,
the algorithm hasr,, level of significance for the multivariate

linear model via step 6.

ay =1- (1—0’1)(1—0’2) (13)

6 SECURITY AND COMMUNICATION /COMPUTATION
ANALYSIS

6.1 Security Analysis

The goal of the work is to create a practical cifit method to
compute multivariate linear regression model withdigclosing
entity values. This does not require a complete-keowledge
solution. In this section, we discuss what mustliselosed and
what is not disclosed.

In the PPC-LSE problem, each party knows its owta dend
learns the global multivariate linear relationship.naturally
brings some disclosure. For example, if we have %l of
significance for a multivariate linear model

Z=0,+o X, +0,X, +---+9, X,
+5p+1Y1 +5p+2Y2 +.“+5p+qu '

and party A has exactly 90% level of significanoethe linear
model Z' =9, + 5, X, +9,X, +---+J, X, party A knows that

party B has 90% % level of significance for theen model
Z2-2'=90,,Y,+0,,Y, +--+0,.Y, . Further, if party B has

p+l 'l p+2 '2 p+q
only one variable in the final linear model, pa&ycan guess
the value in party B with 90% confidence.

The security of the algorithm is based on the ilitgbof either
side to solven equations in more thanunknowns. Using factor
analysis, matrixX , with n observations orp variables, is
replaced bym common factors. In step 3, party A sends an
nxm (m<p) matrix F to party B. With then equations,

party B is not able to solv(a1+m+l)p unknowns. On the

other hand, without the matrix of loading factatse meaning
of the m items cannot be interpreted. Hence, party A'sgigv
individual information is not disclosed. Party Bjgvacy is also
kept because it never sends its private individghfakmation to

party A.

It is impossible that specific individual data vesuand private
constraints will be disclosed with certainty bysthiethod.

6.2 Communication/Computation Analysis

For the PPC-LSE problem, assume the Gaussian eliioimis
used in both the general solution [13] and the RBE-[10].

The former one costsO(nx(m+q)?xd? )to conduct

Gaussian elimination, wherd is the maximum length to
represent a number. The latter one, based on bfet-
Oblivious Transfer protocol [12], cost®(uxnx(p+q )

where p is security parameter.
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In the proposed algorithm, party A semdmessages, each with
m< p values; party B replies with one message; fingity
A sends results. Thus, there are total three rounfls
communication, and the total cost@nxm . )

The proposed algorithm requires party A to do alsirpass,
O(nx p®) operations, to compute its covariance matrix, and

then O(p® ) operations to calculate the eigensystép® is )
negligible compared wittO(nx p> pecausen >> p holds in
large database. In the similar manner, party B ®ieed
O(nx(m+q)®) operations to compute the linear coefficients
B . The total computation cost of the algorithm isslehan

O(nx(p+q)?).

The analysis shows that, when compared with otl®e R.SE
algorithms, the proposed algorithm not only sigrifitly
reduces the communication cost, but also avoidsrdndom
matrix generation of either party to hide privat®rmation.

7 CONCLUSION AND FUTURE WORK

In this paper, we propose a privacy-preserving aline
relationship mining algorithm and give the lineamdel's
confidence level. Using factor analysis, the aldpn can
effectively compress data and protect private mftion. It
significantly reduces the communication cost, asoid
transferring lots of random matrix and extra coragiot.
Another advantage is that the algorithm can beyeastended
to calculating a multiple multivariate linear regsen model.

There are several directions for future researcbh ®ts how to
improve the efficiency of computing eigensystemd &ow to
handle multiple parties, especially, if we consiaedlusion
between parties as well.
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