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ABSTRACT 

There must be as many concrete indicators as possible in 
education, which will become signposts. People will not be 
confident about their learning and will become confused with 
tenuous instruction. It is necessary to clarify what they can do 
and what kinds of abilities they can improve. This paper 
describes a case of evidence-based education that acquires 
educational data from students’ study activities and not only 
uses the data to enable instructors to check the students’ levels 
of understanding but also improve their levels of performance. 
Our previous research called discussion mining was specifically 
used to collect various data on meetings (statements and their 
relationships, presentation materials such as slides, audio and 
video, and participants’ evaluations of statements). This paper 
focuses on student presentations and discussions in laboratory 
seminars that are closely related to their research activities in 
writing their theses. We propose a system that supports tasks to 
be achieved in research activities and a machine-learning 
method to make the system sustainable for long-term operation 
by automatically extracting essential tasks. We conducted 
participant-based experiments that involved students and 
computer-simulation-based experiments to evaluate how 
efficiently our proposed machine-learning method updated the 
task extraction model. We confirmed from the participant-
based experiments that informing responsible students of tasks 
that were automatically extracted on the system we developed 
improved their awareness of the tasks. Here, we also explain 
improvements in extraction accuracy and reductions in labeling 
costs with our method and how we confirmed its effectiveness 
through computer simulations. 
 
Keywords: Evidence-Based Education, Educational Data 
Mining, Machine Learning, PDCA Cycle, Discussion Mining 
 

1. INTRODUCTION 
One issue with students’ research activities in their theses at 

Japanese university research laboratories (labs) is that students 
are expected to start research as soon as they have been 
assigned to a lab, even though they generally have no 
familiarity with the research process. This poses difficulties for 
students as they often have little experience in the various 
elements required for successful research, such as long-term 
planning for one’s project and successfully addressing and 

managing the various issues that can occur in the research 
process.  

We now live in an information society, and information 
systems have been developed that assist humans in various 
areas. It is not surprising that education is one of these areas as 
well. Some specific types of educational-support systems that 
are in use are referred to as "e-learning", which records learning 
progress and evaluates work with an e-portfolio; another type is 
called Massive Open Online Courses (MOOCs), which are 
implemented via the Internet, and anyone can sign up to attend 
such courses. These systems all make use of IT systems. 
However, "data mining" systems that enable analysis of the 
accumulated data are still currently being developed [1]. The 
primary reason for this is that reusing data accumulated from 
human intellectual activities generally has a large cost 
associated with it. Additionally, the various types of 
educational-support systems that have been developed were not 
designed for data mining.  

Of the various types of intellectual activities, discussion 
plays an important role in human society as it allows groups to 
arrange their thoughts, which helps in the resolution of 
problems and the development of policies. Seminars are 
important for university research labs as they provide periodic 
opportunities for the exchange of ideas with regards to research 
and a way to discuss issues that may occur in a student’s future 
research. However, the particular issues that are thought to arise 
are not recorded in detail, which makes it difficult to use the 
information for practical purposes. This is why our lab is in the 
process of developing and using "discussion mining" (DM) 
technology [2], which records all metadata that we develop in 
the process of our research lab’s interview-style presentations 
in great detail. This system helps us immensely in reflecting on 
the content of discussions that occur during our meetings. The 
act of reflecting on various issues is an important activity as it 
allows one to change his/her goals as he/she progresses.  

It takes time to educate people, but their abilities to conduct 
intellectual activities, such as those in research, need to be 
firmly acquired based on long-term perspectives. We must 
provide clear instruction to provide signposts. Students will 
lose confidence in their studies with speculative guidance. The 
technique we developed is useful for clarifying what to do and 
what kinds of abilities it improves. "Evidence-based education" 
will be made possible by using such a data-oriented learning 
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Figure 1: Overview of discussion mining system.  

Figure 2: Structured meeting content. 

mechanism. Learning analytics (LA) is an emerging field in 
which sophisticated analytic tools are used to improve learning 
and education [3]. It draws from, and is closely tied to, a series 
of other fields of study including business intelligence, web 
analytics, academic analytics, and educational data mining. 
While LA covers the measurement, collection, analysis and 
reporting of data about learners and their contexts, detailed data 
on discussions at meetings and activities based on them have 
not been accumulated and analyzed in LA. 

However, there is a risk that there can be too much 
information recorded that one can get buried in the details. This 
is why we focused on discussions at seminars that were closely 
related to the research activities of our students and carried out 
data mining on the content of discussion and used a type of 
machine-learning that is often referred to as active learning [4]. 
The combination of these two methods provided a support 
system to our students that helped them to address issues as 
they arose and propose practical long-term planning. We 
carried out tests that involved actual college students with 
regards to graduation and the completion of their research to 
test the effectiveness of the system. We also conducted a 
computational experiment with regards to increasing the 
sampling accuracy of our active-learning method. 
 
 
2. EDUCATIONAL DATA ACQUISITION: 
EXTRACTION OF TASK STATEMENTS FROM 
MEETING MINUTES 
 
2.1. Recording and Structuring Discussions 

The DM system that was previously described promotes 
knowledge discovery from the content of face-to-face meeting 
discussions. Multimedia minutes are semi-automatically 
generated from meetings in real time and linked to audiovisual 
data based on the meeting environment in Figure 1. The 
discussions are structured using a personal device called a 
"discussion commander" that captures relevant information. 
The content created from this information is then viewed using 
a "discussion browser", which provides a search function that 
enables users to browse the discussion details. 

 Two kinds of tags are applied to statements; the first is a 
tag called a start-up to introduce new topics, and the second is a 
tag called a follow-up to continue the topic already being 
discussed. It is necessary for the follow-up statement to clarify 
from which statement it is continuing. Every participant inputs 
metadata about his/her speech using his/her "discussion 
commander", as outlined in Figure 1.  
 

 

Participants who specifically ask questions or make 
comments on new topics assign start-up tags to their statements. 

Also, if they want to speak in more detail on topics related to 
the immediately preceding statement, they provide a follow-up 
tag. Furthermore, the system records pointer designates the 
location/time for the slide and information on the button for or 
against the statement during the presentation and during the 
question and answer session. Marking information on important 
statements is also recorded. Meeting discussions are 
automatically recorded, and the content is composed of 
structured multimedia data that include text and video. The 
recorded meeting content is segmented on the basis of 
discussion chunks. The segments are connected to visual and 
auditory data that correspond to the segmented meeting scenes 
in Figure 2. 

 

 

 
Remembering past discussion content helps us to 

seamlessly carry out future activities. For example, presenters 
at lab seminars can remember suggestions and requests about 
their research activities on their theses from the discussion 
content that is recorded in detail. The meeting content contains 
useful information for the presenters, but it is burdensome to 
read the information. As necessary information is concealed in 
a large number of statements, it is not easy to find it. This is 
problematic if past discussions are not being reviewed, even for 
other speakers, and not only the presenters. Therefore, it is 
necessary to extract information concerning unsolved issues 
from previous discussions. We call statements that include 
future tasks "task statements." 

We developed a machine-learning method of statistically 
determining whether the statements were about future tasks (i.e., 
task statements) [5]. Some attributes including linguistic 
characteristics, structures of discussions, and speaker 
information were used to create a probabilistic model. 
 
2.2. Model of Task Statements 

A task statement can include any of three types of content: 

1. Proposals, suggestions, or requests provided during the 
meeting: the presenter has determined that they should be 
considered. 

2. Problems to be solved: the presenter has determined the 
problems that should be solved. 

3. Tasks not yet carried out before the meeting; sometimes 
the presenter has already identified such tasks. 

Candidates’ task statements are fragments of a discussion 
chunk that was described earlier. A typical discussion chunk is 
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Figure 3: Candidates for task statements. 

Figure 4: Overall process of extraction.  

created from one or more questions and comments from the 
meeting participants and the presenter's responses to them. A 
coherent piece of discussion content related to tasks consists of 
questions/comments and their responses. Thus, "participants’ 
questions/comments + presenter's response" is a primary 
candidate and a target of retrieval. "Participants' 
questions/comments and no response" is a secondary candidate. 
Figure 3 outlines an example of candidates for task statements. 

The method generates a probability model by using 
logistic regression analysis by using correct data that were 
manually created from past meeting content. The method 
calculates the probabilities for individual candidates for a task 
statement using the generated probabilistic model. A candidate 
whose probability value exceeds a certain threshold (e.g., 0.5) 
is extracted as a task statement. Figure 4 outlines the overall 
process for extracting task statements. 

 

 

 

Ten-fold cross-validation was applied to the extracted results 
to confirm the effectiveness of the proposed method. The data 
used for verification included 42 types of meeting content and 
1,637 groups of statements (candidates). Each presenter created 
correct data for task statements for each type of meeting 
content. We confirmed the effectiveness of the proposed 
method in terms of high precision (index for extraction 
accuracy), recall (index for extraction leakage), and the F-
measure (or F1 score that is the harmonic mean of precision 
and recall). 

The extracted results obtained for the task statements with 
the proposed method were precision of 75.8%, recall of 64.2%, 
and an F-measure of 69.5%. Since we used the logistic 
regression model as a classifier, we also confirmed that this 
method works better than other classifiers, such as support 
vector machines (SVMs) and naïve Bayes classifiers. The best 
values of the F-measures for the SVM and naïve Bayes were 
69.0% for the former and 67.1% for the latter. We found that 
our method was slightly better that of other traditional 
classifiers. 

2.3. Issues with Task-Statement Extraction 
 

2.3.1. Cost of giving teacher signals 
Generating an extraction model of task statements is based 

on supervised learning, where a machine learns from humans 

who provide a discrimination class of teacher signals to the 
machine, and the extraction results depend on the training data 
set on which machine learning was executed. Therefore, it is 
necessary to increase the amount of training data to improve 
extraction accuracy especially when the amount of usable data 
is relatively small, as it was in this research; however, the 
assignment of teacher signals to the statements of all minutes 
recorded by DM is very costly. In addition, it is preferable for 
the presenter who best understands the content of the 
presentation to be in charge to minimize the number of 
misjudgments from teacher signals, i.e., it is also a task that 
requires specific human knowledge. Teacher signals of task 
statements cannot easily be generated. 

 
 
2.3.2. Feature changes of task statements over 
time 
Another issue in supervised learning is feature changes in 

objects to be extracted over time. There is no problem if the 
characteristics of the extraction target are completely invariant, 
but as new students enter the lab and progress with research 
activities transforms each year, the characteristics of task 
statements to be extracted change over time. 

The problem with feature changes over time has often been 
discussed. A spam-mail filter is a good example. The 
techniques of spam mail are becoming increasingly more 
sophisticated, and unless the discrimination model is updated, it 
cannot adapt to the characteristics of new spam mail, which and 
decreases the accuracy of discrimination [6]. 

One concern with text minutes in DM is that there are 
differences in wording due to there being different secretaries 
who manually input text. Since strict rules are not defined for 
secretaries, the wording depends on the discretion of each 
person in charge, and the degree of sentence summarization 
also differs. Since the language information included in 
statements mostly affects extraction accuracy in the task-
statement-extraction model, it is necessary to focus on feature 
changes due to differences in wording. 
 
2.3.3. Solution by active learning 
The discriminant model should always be updated when the 

amount of data to be analyzed is increased. However, it is very 
difficult to label all data when there is an increasing amount of 
data, and labeling incurs large costs. We used active learning [4, 
7, 8, 9] to solve this problem, which was used to attempt to 
improve extraction accuracy for the limited data set we 
obtained. 

Active learning can be implemented as an algorithm in which 
a sample that makes the greatest contribution to updating a 
discrimination model from a large number of samples without 
teacher signals is selected by a machine, and a teacher signal is 
given to it to minimize human effort. This process efficiently 
updates models [4]. All statements in task-statement extraction 
in the minutes of a seminar correspond to samples without 
teacher signals; some groups of statements are selected using an 
active-learning method, and the selected statement group is 
assigned teacher signals by students who are presenters at the 
corresponding seminar. The research-activity-support system 
that will be described later encourages students to reflect on the 
seminar after their presentations and obtain feedback on the 
automatically selected task statements. 

Applying this active-learning method to task extraction in 
this way both simultaneously solves problems of cost in 
teacher-signal assignment and feature changes in task 
statements over time. 
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3. EDUCATIONAL DATA REUSE: 
ENCOURAGEMENT OF TASK ACHIEVEMENT 
IN RESEARCH ACTIVITIES 
 
3.1. Support for Task Achievement 

It is not easy to steadily achieve various tasks that arise 
during work and research. Indeed, there are many arguments on 
how to manage task achievement that will lead to success, and 
many scheduling-support systems, such as Google Calendar, 
have been developed to support this. 

Most conventional scheduling-support systems have only 
focused on the schedule management of a plan, but not on 
understanding how the established schedule is processed and 
what state it is in before going onto the next task. There is no 
support for the implementation of tasks that have causal 
relationships over the long term, such as setting guidelines. As 
a major issue with graduation and completed studies is 
addressed by carrying out individualized tasks that have been 
segmentalized in a long-term time series, the plan-do-check-act 
(PDCA) cycle in business execution is recommended for 
education as well. It is necessary to have a mechanism to 
support the smooth execution of a series of performance cycles 
of planning, execution, and evaluation of tasks. 

In addition, although it is necessary to be aware of the 
existence of all tasks to be scheduled by students as a 
prerequisite for conventional efforts related to task-
achievement support, we aimed at advanced support that 
included awareness of the tasks to be carried out. 
 
3.2. Reflection on Discussions at Seminars 

The seminars regularly held at university labs are meetings 
where opinions are exchanged on the content of research and 
they include remarks that will become future issues (i.e., task 
statements). As the discussions at seminars during research 
activities are generally not recorded in detail, they are difficult 
to use to discover problems, whereas DM enables the discovery 
of issues from such discussions by recording their content. 
However, the number of statements recorded at one seminar is 
enormous; therefore, it is very time consuming to be aware of 
tasks by individually checking all of them. 

We previously proposed an automatic method of extracting 
task statements to solve this problem by using supervised 
learning with various metadata in DM and language 
information on statements as features. We applied this method 
to support students in being aware of the existence of tasks in 
this study and led them to completing subsequent tasks. 
 

4. RESEARCH ACTIVITY SUPPORT SYSTEM 
 
4.1. System Overview 

4.1.1. PDCA cycle 
The research-activity support system comprehensively 

supports research activities in general and conforms to the 
PDCA cycle recommended for general business operations [10]. 

The flow for task achievement is outlined in Figure 5, and 
the underlined parts are executed by the system. First, the user 
creates notes on a performance plan to achieve the tasks for the 
task statements that are extracted using the learned extraction 
model, and then manages the execution schedule with the 
scheduling component of the system. The user then carries out 
the tasks according to the planned schedule, is evaluated by 
other users (support for check step) based on the results added 
to the performance-plan notes, and considers the evaluations to 
improve subsequent activities. 
 

 

Figure 5: Flow of task achievement.  
 

 
4.1.2. Presentation of tasks 
We must begin by being aware of the problems that currently 

confront us to facilitate research activities. Task statements 
extracted from the proposed system are presented, as indicated 
in Figure 6. 

Each statement that is presented is judged to be a task 
statement with a high degree of possibility, and it is necessary 
for the user to finally determine whether it should be achieved. 
Therefore, since the statement immediately after extraction has 
a blue icon marked "Task?", this icon can be clicked, and it can 
be determined whether the statement indicates a task to be 
achieved. 

After the task is decided, the user creates a note citing the 
task statement and describes the details of the plan and results 
related to the task. The completion icon is displayed in the 
related task statement by setting the attribute of the note citing 
the statement to "Finished". The user can then easily be aware 
of which task is in the completed state. 
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Figure 7: Task scheduler. 

Figure 8: Task-evaluation tool.  

 

Figure 6: Presentation of tasks. 
 

 
4.1.3. Time management of tasks 
The state of awareness for students with little experience in 

research activities who only use the number of tasks is 
disadvantageous because of the uncertainty regarding execution. 
Therefore, after the existence of tasks is identified, each task 
should be well organized and scheduled to use time efficiently. 
We implemented a task scheduler (Figure 7) in the proposed 
system that could schedule the duration of task executions.  

There is a graph at the top of the screen of the task scheduler 
that can roughly organize the proportion of information by type 
(e.g., surveillance, development, and experiment) of tasks and 
their situation with achievement. The user can arrange and 
update the time intervals of tasks scheduled to be executed on 
the time table at the bottom of the screen. 
 

 
4.1.4. Evaluation of task-execution content 
After the tasks are carried out, we should assess their 

progress, comprehend the level of achievement, and use it as a 
source for future activities [11]. We implemented a function to 
evaluate task-execution content in the proposed system by 
obtaining other students' assessments of the content of 
execution by publishing task-execution notes in the lab. 

We confirmed that mutual evaluation was reasonable by 
referring to the notes that described the content of task 
execution. However, since the task execution notes were 
primarily private, they are not supposed to be published. The 
sharing function of the notes provided an opportunity to receive 
a more accurate evaluation when there was motivation to tell 
others about the results of their task execution.  

When completing task execution, the system accesses the 
level of achievement of the research goals. The user can then 
publish related research notes and associate them with the 
previously shared notes to motivate others to update 
evaluations. The associated notes are displayed on the right of 
the evaluation window, as seen in Figure 8, when receiving an 
evaluation from another user. The user considers them as a 
supplemental resource to evaluate another’s research results. 

 
 
4.2. Improvements in Accuracy of Task-Statement 
Extraction 

4.2.1. Active learning 
Active learning is a technique frequently used in several 

fields such as natural language processing and biostatistics 
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since expert knowledge concerning the assignment of teacher 
signals is required and the costs of data collection and teaching-
signal extraction are very high. The technique is also suitable 
for improving the accuracy of task-statement extraction in 
which the cost of teacher-signal assignment is also very high. 

A five-step procedure is repeated to apply the active-learning 
technique to DM. 

1. Create a task statement extraction model using a set of 
statements with teacher signals as to whether or not it is a task 
statement 

2. After a presentation has been made at a seminar, carry out 
task-statement extraction by using the recently created minutes 
and calculate the probability value that each statement is a task 
statement 

3. Select the target set of statements to which the teacher 
signal is to be assigned by active learning 

4. Display the results for the selected statement set and ask 
the system to provide teacher-signal feedback to the user  

5. Add the statement set with teacher signals that have been 
obtained to the training data of machine learning 

By updating the task-statement-extraction model by 
repeating these five procedures, it is not only possible to 
improve the accuracy of extraction by increasing the amount of 
training data but also to constantly adapt to feature changes of 
task statements over time. 

  
 

4.2.2. Reuse of large numbers of past minutes 
Information density is a representative algorithm of the 

active-learning technique that takes into account density on the 
feature space as a sampling reference [12]. The strategy with 
this algorithm is to consider that there is a large amount of 
information with higher density data; therefore, the benefits of 
providing a teacher signal are considered to be great. 

Since information on teacher signals is not used for density 
calculation, it is possible to use a large number of samples 
without teacher signals for learning. As the DM project has 
been continuing for about 10 years, and the accumulated 
content of discussion is huge, it is very convenient to apply this 
method. 
Although the practicality of information density is high when 
there is a large amount of noise data, it may adversely affect the 
weighting of model parameters. Morpheme information on 
statements is used in the task-statement-extraction model, and 
extremely long or short statements can be noise. For example, 
short statements such as "I will consider it" and "I do 
understand" that frequently appear in responses by presenters 
have fewer morphemes that are selected as modeling features, 
and very long statements that have many morphemes also tend 
to be noisy samples.  

Our proposed method used a weighting algorithm in this 
research to cope with such problems that was based on a 
histogram of feature information. Since all the features used in 
the task-statement-extraction model are binary variables, we 
can define a histogram in which the number of features that 
have the value one in a sample is classified as a class. We call it 
a feature histogram. Figure 9 plots the feature histogram 
created for the past 492 meeting minutes. 

 

Figure 9: Feature histogram. 
 

 
Our weighting algorithm was based on the ratio of frequency 

to the number of samples without teacher signals as a weight 
as:  

arg max
𝒙𝒙∈𝑈𝑈

𝜙𝜙𝒙𝒙 × �1
𝑈𝑈
∑ sim(𝒙𝒙,𝒙𝒙𝑖𝑖) × 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑏𝑏𝑖𝑖𝑏𝑏(𝒙𝒙))

|𝑈𝑈|
𝑈𝑈
𝑖𝑖=1 �. 

(1)  

Here, 𝜙𝜙𝒙𝒙 is the score of sampling, 𝑈𝑈 is the set of samples 
without teacher signals, and 𝑠𝑠𝑠𝑠𝑠𝑠(𝒙𝒙,𝒙𝒙𝑖𝑖) is the cosine similarity 
between 𝒙𝒙 and 𝒙𝒙𝑖𝑖. The 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓() is the frequency of a suggested  
bin and 𝑏𝑏𝑠𝑠𝑏𝑏(𝒙𝒙) is the bin to which 𝒙𝒙 belongs. 

 
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑏𝑏𝑖𝑖𝑏𝑏(𝒙𝒙))

|𝑈𝑈|
 is a new weighting and the other part of Formula (1) 

is the same as the calculation for information density. This 
weighting makes it possible to give a light weight to statements 
of extreme length that can have a negative effect on 
information density, and more effective sampling to improve 
extraction accuracy can be expected. 
 

5. EVALUATION TESTS 
 
5.1. Evaluation by System Operation 
 The breakdown for the students who participated was two 
2nd year graduate students, three 1st year graduate students, 
and three undergraduate students. We randomly divided each 
group into an intervention group (with automatic task 
extraction and the presentation function) and a control group 
(without the function). The tests were again based on the spring 
(April to July) and autumn (October to December) semesters. 
Crossover comparison tests were conducted. The proposed 
system in Figure 9 represents the values in the intervention 
group, and the conventional system represents the values in the 
control group. The evaluation criterion was the task-awareness 
rate that indicated the extent of the task to be achieved. 
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 The results are given in Figure 10. As a result of the t test for 
the task-awareness rate of the proposed system compared to the 
conventional system, the p value was 0.0481, and a significant 
difference was found at the significance level of 5%. Also, the 
differences were small for participants d and f whose task-
awareness rates with the proposed system were lower than 
those with the conventional system. We confirmed that 
automatic task extraction and presentation with the proposed 
system enhanced awareness of tasks for students and 
contributed to their awareness of more tasks to be achieved.  

 

5.2. Computer Simulation Experiment on 
Improvements to Extraction Accuracy 

Since teacher-signal feedback with the proposed system 
improved the accuracy of task-extraction, we performed a 
simulation of what kind of accuracy transition could be 
observed depending on different data-sampling methods for 
active learning for a situation in which ten statements (for full 
sampling of all statements) were added as training data when 
one minute of the meeting was created. The transitions in the 
value of the F-measure (or F1 score that is the harmonic mean 
of precision and recall) were compared with six methods in a 
seven-fold cross validation (Figure 11) for the data of the 
minutes recorded by the DM system (data group: 1,637). 

 

 Proposed sampling: Formula (1) (proposed method) 
 Uncertainty sampling: Conventional method [13] 
 Information density: Conventional method [12] 
 Expected error reduction: Conventional method [14] 
 Random sampling: Statements are randomly selected 

for sampling 
 Full sampling: All statements are selected to assign 

teacher signals 
 

Full sampling indicates the limits of improving extraction 
accuracy as a reference value, where the amount of training 
data is about four times that of the other methods. The proposed 
method can maintain high extraction accuracy as a whole 
compared with the method excluding full sampling by reducing 
noise on the feature space, which has not been taken into 
account in the conventional methods. 
 

6. CONCLUDING REMARKS 
  

We proposed a research-activity-support system to facilitate 
the research activities of students in their theses at university 
laboratories. Since the tasks were basically confirmed and 
discovered at seminars when exchanging opinions, we focused 
on the mechanism of automatically extracting tasks from 
minutes and on assistance to smoothly execute the series of 
tasks. 

We also proposed a machine-learning method of 
continuously updating the task-extraction model by active 
learning to maintain long-term system operation. The weighting 
algorithm was improved based on feature information in the 
application of active learning to minutes data because 
improvements to extraction accuracy with the conventional 
algorithms were not satisfactory. 

We conducted a participant-based experiment on the 
proposed support system to evaluate the proposed method and a 
computer-simulation-based experiment on the proposed 
sampling method for active learning. Even though the number 
of subjects was small in the participant-based experiment, we 
confirmed that students in laboratories who actually 
participated in research at university and used the proposed 

Figure 11: Comparison of accuracy transition. 

Figure 10: Task-awareness rate. 

ISSN: 1690-4524                              SYSTEMICS, CYBERNETICS AND INFORMATICS        VOLUME 15 - NUMBER 7 - YEAR 2017                             83



system could more accurately comprehend the tasks to be 
achieved. The computer-simulation-based experiments 
confirmed that the proposed sampling of teacher-signal 
assignment for active learning could stably improve extraction 
accuracy compared to other sampling methods. 

Future tasks include a larger scale participant-based 
experiment for a longer time period, quantitative evaluations on 
the achievement of tasks, and extension of the task-extraction 
model to handle linguistic-style changes in text minutes. 

More detailed data will be obtained by conducting a large-
scale subject experiment, which will lead to improvements in 
the system especially in terms of usability. The evaluation of 
the proposed system in this research for the second task mainly 
focused on the extent to which the user was able to be aware of 
the tasks to be achieved, but all such tasks were not necessarily 
attained. We should also quantitatively evaluate whether tasks 
have actually been achieved. However, since the amount of 
labor required for each task differed, it will be necessary to 
scrutinize a method of quantifying the achievement level. It 
goes without saying that the extraction of task statements for 
the third task increases as extraction accuracy increases, and the 
less the burden on the user decreases. 

Active learning is one solution to improving accuracy, but 
there is a method of reviewing and improving the features of 
the extraction model. The features concerning the morphemes 
of the statement used in the current task-statement-extraction 
model were determined based on past preliminary survey data. 
Unlike other features, the features of morphemes are directly 
affected by temporal changes in features, so updating 
morphemes as features when the amount of data increases will 
be one method of model expansion. In addition, although only 
the surface features of language, such as morphemes and 
sentences, are used as linguistic features, improvements to 
extraction accuracy can be expected by using deep language 
features such as semantic information on sentences, such as 
word senses and rhetorical structures of statements. 
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