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Abstract— Disaster areas are one of the most challenging
environments faced by mankind. Uncertainty, hazards, and
limited availability of rescuers all impact the ability to save
lives. Prepositioned autonomous rescue robots offer promise in
assisting the first responders to a disaster site, but there is a
challenge to using robots in hazardous environments: numerous
studies have shown that human rescuers lack trust in fully
autonomous systems.

This paper introduces the aspects of disaster areas that make
them so challenging. The use of robots as a risk management
tool for human rescuers is introduced. Then some of the factors
that limit human trust in robots are addressed — including one
of the key factors: reliability. The design of a computer model
used to investigate issues of trust and the impact of reliability in
a firefighting scenario is discussed and the results are analyzed.
Finally, some preliminary conclusions and plans for further work
in this area are presented.

Index Terms— disaster management, autonomous robot, trust,
reliability, simulation

I. INTRODUCTION

Regardless of their cause, human or natural, disaster areas
all share a number of characteristics:

o There is uncertainty about the extent and degree of
damage.

o The initial response to the disaster is limited to only those
local rescue assets that have survived the incident.

o There are many hazards in the area, whose location and
nature are unknown.

o There is a high likelihood of trapped victims in the area,
whose location and condition are unknown.

o As a counterpart to the limited number of first responders
available, studies have shown that the first 72 hours are
essential for rescuing victims. The survival rate drops
geometrically with time, to nearly zero after 72 hours

(1].

One tool becoming available to first responders in a disaster
area is robotics. Robots have had some limited use in disaster
response, most notably the responses led by the Center for
Robot-Assisted Search and Rescue (CRASAR) at the Uni-
versity of South Florida [2]. Fig. |I| shows the robots that
responded to the World Trade Center disaster in September
2001. However, rescue robots have still not been widely
accepted by human rescuers.
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Fig. 1. Robots deployed to the World Trade Center disaster site in 2001.
Photograph by the Center for Robot-Assisted Search and Rescue

Fig. 2. Robots in use in Iraq: A bomb disposal robot (left) and a UAV
(right).Photographs from U.S. Air Force.

The situation has been somewhat different in combat areas,
where bomb disposal robots and unmanned aerial vehicles
(UAVs) have been well accepted, as shown in Fig. 2]

However, even in areas where robots have been accepted
as tools to augment the capabilities of humans or to protect
humans from unnecessary exposure to dangerous situations,
autonomous robots have been rejected. An example is the Spe-
cial Weapons Observation Reconnaissance Detection System
(SWORDS) manufactured by Foster-Miller, pictured in Fig. [3]
Even though this robot is operated under human control, the
Army has never authorized the use of the weapon on the three
SWORDS robots deployed to Iraq [3] and the robot was the
center of a widespread controversy when it was claimed that
the gun mounted on the robot slewed without any input from
the operator [4].
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Fig. 3. Foster-Miller SWORDS robots. The middle robot is the type that
was deployed to Iraq. Photograph by US Army.

Fig. 4. Mars Exploration Rover — a semi-autonomous exploration robot.
Image courtesy of NASA/JPL-Caltech

II. AUTONOMOUS ROBOTS AND RISK MANAGEMENT

Robotics researchers have long pursued the goal of building
autonomous robots that could assist humans. Manufacturers
were quick to incorporate robots in industrial settings, where
they could replace humans on the assembly line performing
dull, repetitive, and dangerous tasks — often with lower error
and rework rates than the humans they replaced [5]. These
systems were automated, but not truly autonomous, since they
could only carry out preprogrammed sequences of motions,
were not mobile, and reacted to unexpected environmental
conditions by shutting down until a human operator could
clear the error condition. Autonomy is necessary if a robot
is going to interact with a realistic environment and be able
to assist humans where they live. A good definition of the
characteristics of an autonomous robot was provided by Arkin:
“An intelligent robot is a machine able to extract information
from its environment and use knowledge about its world to
move safely in a meaningful and purposeful manner [6].”
Autonomous robots have been confined mostly to research
laboratories, with a few exceptions: limited functionality con-
sumer robots, like the iRobot Roomba®, and space probes,
like the Mars Exploration Rover shown in Fig. 4] that navigate
autonomously with human direction to establish goals for
exploration.

While autonomous robots for the most part have not broken
free of the laboratory, there has been a great deal of interest
in using autonomous robots to manage the risk of disasters.
The Japanese Central Disaster Prevention Committee and a
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number of local Japanese government agencies have been
collecting data on historical disasters (mostly earthquakes and
the resulting tsunamis) to establish plans for risk mitigation of
future disaster events [1] [7] [8]. One of the research projects
of the Central Disaster Prevention Committee is the Special
Project on Development of Advanced Robots for Disaster
Response (DDT Project). The project has nine task forces re-
searching technologies to assist with disaster risk management;
including the development of a number of different types of
rescue robots, human-robot interfaces, communications aids,
infrastructure improvements, and field evaluations. Japan is
not alone in performing evaluations of robotics technologies in
disaster situations. In the United States, the Center for Robot-
Assisted Search and Rescue has been deploying to disaster
sites since 2001, as mentioned in the introduction. The U.S.
National Institute of Standards and Technology (NIST) has a
very active program to evaluate and promote the development
of robots for managing disasters; including key roles in annual
disaster response exercises and the annual RoboCup Rescue
competitions [9]. Obviously, disaster managers see potential
for robotic systems to save lives.

III. TRUST AND RELIABILITY

The primary impediments to the adoption of autonomous
robots systems for managing the risk of disaster scenarios are
the related elements of human trust in autonomous robots and
the reliability of autonomous robots. This section will consider
these two elements independently, though it will be apparent
that they are interrelated.

A. Trust

Trust has been an implicit element of human relations for
as long as people (or animals, for that matter) have interacted
with each other. Trust is an integral part of cooperative games
and negotiations [10]. However, trust as an area of research
in its own right can be traced back to the classic collection
of papers by Gambetta in 1988 [11]. Gambetta’s definition of
trust was:

trust (or, symmetrically, distrust) is a particular level
of the subjective probability with which an agent
assesses that another agent or group of agents will
perform a particular action, both before he can mon-
itor such action (or independently of his capacity
ever to be able to monitor it) and in a context
in which it affects his own action. When we say
we trust someone or that someone is trustworthy,
we implicitly mean that the probability that he will
perform an action that is beneficial or at least not
detrimental to us is high enough for us to consider
engaging in some form of cooperation with him.
Correspondingly, when we say that someone is un-
trustworthy, we imply that that probability is low
enough for us to refrain from doing so [12].

Since that time, trust relationships and their influence on
teamwork (e.g., coalition formation) have been an active area
of research. Trust is defined by Griffiths and Luck as “an
agent’s estimate of how likely another agent is to fulfill its
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cooperative commitments. The risk of whether to cooperate,
and with whom, may be determined by, among other things,
the degree of trust [13].”

Castelfranchi and Falcone identified two parts to the trust
of one agent in another agent: core trust and reliance. Core
trust has two components: competence (Is the agent I want
to perform a task for me capable of performing that task?)
and disposition (Is the agent I want to perform a task for me
willing to perform that task?). If the core trust components are
satisfied, then the other part of trust comes into play: reliance.
Once I have made the decision that an agent is able and willing
to perform a task for me and I have asked the agent to do so,
I am relying on that agent to complete the task [14].

Ramchurn, et al., considered two ways of assessing trust-
worthiness in agents: “(i) confidence derived (mainly) from
analyzing the result of previous interactions with that agent
and (ii) reputation acquired from the experiences of other
agents in the community through gossip or by analyzing
signals sent by an agent. Both measure the same property;
that is, the agents believed reliability in doing what it says it
will regarding particular issues of a contract [15].”

The problem with trust as it relates to autonomous robots at
disaster sites is that human rescuers do not trust robots. This
issue was noted by Murphy, who stated: “One impact of the
human side is that rescue workers today refuse to consider
fully autonomous systems designed to act as ’yes/no theres
something down there’ search devices [16].” The trust rescuers
have in robots is related in large measure to their reliability.

B. Reliability

Reliability is a well defined term in engineering, with a long
history of statistical measures and methods for probabilistic
estimation. The simple definition for reliability is “the prob-
ability that a system will operate without failure under given
conditions for a given time interval. We express reliability on
a scale from O to 1: A system that is highly reliable will have
a reliability measure close to 1, and an unreliable system will
have a measure close to 0 [17].” Informally, human rescuers
would consider a robot to be reliable when it was available for
use when needed, it could carry out its task without human
assistance or intervention, and it would not pose a hazard to
either rescuers or the people being rescued.

As Murphy noted in [18] and [19], even after years of
research and development, the reliability of search and rescue
robots is abysmal. Murphy and her team from CRASAR
deployed to the La Conchita, California mudslides in 2005.
La Conchita is a coastal area of California, north of Los
Angeles, that has a history of mudslides damaging or de-
stroying houses. On January 10, 2005, a mudslide buried 15
houses. The CRASAR team responded two days later with
two robots that had been specifically built for the search and
rescue mission. These were not autonomous robots, they were
teleoperated robots controlled by an operator via a tether. The
first deployment was into a partially crushed home where an
odor had been detected in the crushed area. A small robot
was inserted into a void to seek the source of the odor. Before
the robot even left the direct line of sight of the operator,
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it threw a track on a lump of clay and had to be retrieved
manually by reeling in the tether. The second deployment was
in a house that had already been searched, to provide a more
benign environment for the robot to operate in with the goal
of allowing the rescuers on site the opportunity to evaluate the
utility of the robot. The robot was inserted through a window
to provide a more realistic entry into the void — even though
it was large enough for a person to enter. Shortly after being
inserted into the house, the robot’s tracks got tangled in the
shag carpeting and the robot threw a track. Again, the robot
was manually retrieved. The evaluation by the rescuers who
observed the robot trials was that the robots were not reliable
enough to be useful to the rescuers.

In 2007, Murphy’s team responded to the Crandall Canyon
coal mine collapse in Utah. The objective was to deploy a
tethered robot down a six inch wide bore hole that had been
drilled into a cavity where it was hoped some surviving miners
could be located. Murphy’s team managed to get the robot
to the bottom of the hole, where they were able to look
around, but they were not able to explore the void. When
they attempted to retrieve the robot, the bore hole collapsed
and the robot was trapped. They finally abandoned the robot.
Losing the robot is not really a concern, as it is expected that
a robot won’t always be capable of being retrieved; however,
it was disappointing that the robot could not explore the void
in the nearly liquid coal slurry they encountered. Murphy’s
conclusion is that, as of 2007, search and rescue robot systems
are not reliable enough for use by rescuers in the field.

C. Impact of Trust and Reliability on Use

The interrelation between these two factors should be ap-
parent. Human rescuers will not use robotic systems if they
do not trust them (especially true for autonomous systems). In
order to trust robotic systems, they need to be demonstrated
to be reliable. Right now, even teleoperated robotic systems
are not reliable enough to gain the trust of human rescuers.
This cycle tends to perpetuate the mistrust of robotic systems
and will make the eventual use of robots in risk mitigation for
disaster scenarios very difficult to achieve.

IV. AGENT MODEL OF ROBOTIC FIREFIGHTERS

To explore the interaction between the elements of trust
and reliability, and to try to establish a utility metric for the
use of autonomous robots in a disaster scenario, a firefighting
model was created in the NetLogo agent modeling language
[20]. NetLogo was selected as the language for the model
because it has a simple, agent-oriented syntax, and it is highly
extensible. In fact, the only real limitation on the size of
the model is the resources available on the computer it is
executing on. While the agent programming is done in a highly
specialized and extended version of the Logo programming
language (the famous “turtle” language created to introduce
children to computer programming, algorithms, and logic), the
development environment is written in Java; so the models
created in NetLogo can be run on any platform with a Java
Runtime Environment (JRE) or can be saved as an applet
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Fig. 5. The firefighting simulation in NetLogo.

embedded in a web page. A screenshot of the simulation is
shown in Fig. [3

The simulation interface is laid out with the simulation
controls on the left-hand side of the window, the display of the
firefighting scenario in the center pane, and the data collection
plots on the right-hand side of the window. As can be seen
in Fig. [5 there is still plenty of room on the interface for
expansion of the model.

For the current iteration of the model, there are three control
buttons and seven slider bars for setting the parameters of
the simulation. (A slider bar allows the user to vary the
value of a variable within program-established boundaries,
prior to executing the simulation.) The sefup button clears
any remaining data or displays from a previous run of the
simulation and initializes the simulation display. The step
button causes the simulation to advance by one time step.
The go button will run the simulation continually, until the
button is clicked again to stop the simulation. If the go or
step buttons are clicked after stopping the simulation, it will
continue from the current state — unless the setup button
has been clicked in the meantime. The numFirefighters slider
selects the number of human firefighters to be created when
the setup button is clicked. A number of robotic firefighters
equal to the number of human firefighters will also be created.
The slider selects between 0 and 100 firefighters, with a default
value of 50 (the zero value was included for testing purposes
during development of the model - obviously, the results of a
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simulation run with no firefighters will not be very interesting).
The initialTrustValue slider allows a human trust value of 0 to
100 to be selected, with a default value of 50. In the current
implementation, all of the human agents trust equally. The
trustThreshold slider selects a value of 0 to 100, with a default
value of 75. The trust threshold establishes the point at which
the human firefighters start to trust the robotic firefighters and
will call on them for assistance. In the current implementation,
the primary influence on the human firefighters’ trust level is
workload — as the humans have increasing numbers of fires to
put out, they will trust the robots more. The fireCreationRate
slider has values of 1 to 10, with a default value of 1. This
is the number of fires randomly started in each time step of
the simulation. Values greater than one tend not to be very
useful in practice (the fires spread too fast for the firefighters
to react), so this control may be changed to the number of
time steps between a new fire starting, instead of fires per
time step. The robotReliability slider can take values from
0-100 and indicates the percentage reliability of the robots,
where 0 would be the case where they always fail and 100
would mean they never fail. The default value is in the
middle at 50. The next two sliders affect reputations exhanged
between human agents. The initHumanReputation is the initial
value for the reputation of other human agents held by each
individual human agent. The range is 0-100 for this slider,
with 0 indicating a totally negative reputation and 100 being a
perfect reputation. The initRobotReputation is the same thing
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for initial human reputations for robotic agents.

The center pane of the simulation is the display of the
firefighting scenario. Green areas are unburned grassland,
the red “fire department logo” icons are human firefighters,
the blue icons are robotic firefighters, the flame icons are
active fires, and the black areas are burned grass. When
the simulation is initialized, the firefighters (both human and
robotic) are randomly distributed throughout the map. Also,
the terrain is all identical — there is no rough terrain, no
variation in elevation, and no difference in plant cover. There
also is no difference in the firefighting agents — they are all
equally effective and equally mobile.

The right side of the simulation window contains two data
plots at present. One shows the number of fires active (orange
line) and the number of fires extinguished by each agent type
(red for human firefighters and blue for robotic firefighters).
The other shows the value of the human trust value with
relation to time.

Fig. [6| shows screen shots from the various phases of a
typical simulation run. The first image shows the simulation
after it has been initialized, the second shows the point the
robotic firefighters are called upon by the human firefighters,
and the third image shows the end of the simulation. Note that
the firefighters have not been very successful in controlling the
fires.

V. PRELIMINARY RESULTS

Fig. [7] shows the results of running the simulation. These
results are typical of the current iteration of the simulation
software. The human firefighters work alone, until they are not
making enough progress putting out the fires. At that point,
they call upon the robotic firefighters. The robots assist in
putting out the fires until the situation is back under control.
At that point, the humans decide they no longer need the robots
and they stop requesting assistance. This usually continues to
just about the end of the run, when the human firefighters can
not reach the last of the fires and call on the robotic firefighters
one last time. The predictability of these results are proof that
the model needs to be extended to consider more factors and
to be made more realistic.

VI. CONCLUSION AND FUTURE WORK

Autonomous robots would appear to offer some real benefits
in the management of the risk of disaster events. However, the
very real social and technological barriers to the acceptance
of robotic assistance at disaster sites need to be overcome.
The modeling effort described in this paper is a step towards
understanding the dynamics of these barriers, but the model
needs to be extended to provide better data collection and more
trust parameters that can be varied.

Some examples of changes that will be made in a future
revision of the simulation are: A human firefighters only
scenario is necessary so that a baseline performance metric
can be established — this provides a point of comparison for
the efficiency of fighting fires with and without the robotic
firefighters. Individual trust values for the human firefighters,
instead of the homogeneous global value, would be more
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realistic. A switch to select a single starting trust value or
a Gaussian distribution of trust values around the value set on
the slider would also provide more opportunity for exploring
the problem space. Future plans for the simulated environ-
ment are to make the terrain three dimensional, with varying
terrain types, and different plant cover types. There also will
be structures added to the terrain that will have a higher
priority for the firefighters than open terrain. The structures
will include both residential and commercial structures, as
well as fire stations, where the firefighters will be based.
Another future enhancement planned is to have heterogeneous
agent types for both humans and robots; i.e., there will be
human firefighters with different fire fighting and mobility
capabilities. The same will be true for the robot firefighters.
To improve data visualization, plots for future iterations of the
model will include robot failure and human fatigue levels, as
well as including the current average trust threshold on the
plot with the trust level.

Once the extended functionality of the simulation has been
implemented, the next logical step is to move to a higher
fidelity simulation. While the NetLogo language is easy to
develop in and it does have language support for large-scale
agent simulations, there are limits to how much fidelity is
possible in NetLogo.

The RoboCup Rescue Simulation system is a city-scale
client/server environment that is being actively supported and
extended by the RoboCup Federation [21]. The simulation
consists of a number of servers responsible for different agent
types: police, fire, and ambulance; operating in a high fidelity
model of a city that has been struck by an earthquake. The
simulation is extensible through agent, communication, and
environment classes. Agents can be programmed in Java or
C++ and the simulation can be viewed using a 2D or a 3D
viewer, as shown in Fig. 8] There are also a number of data
collection and analysis tools that can connect to the simulation.
The tools allow analysis of agent performance, as well as
comparison of agents over multiple simulation runs. This tool
is the next logical step for a simulation that can investigate
trust and reliability for a wide range of human and robotic
agent types interacting in a realistic disaster scenario.
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