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ABSTRACT 

 
Following the design and testing of a successful 3-Dimensional 
surveillance system, this 3D scheme has been implemented into 
online robotics learning at Drexel University. A real-time 
application, utilizing robot controllers, programmable logic 
controllers and sensors, has been developed in the “MET 205 
Robotics and Mechatronics” class to provide the students with a 
better robotic education. The integration of the 3D system allows the 
students to precisely program the robot and execute functions 
remotely.  Upon the students’ recommendation, polarization has 
been chosen to be the main platform behind the 3D robotic system. 
Stereoscopic calculations are carried out for calibration purposes to 
display the images with the highest possible comfort-level and 3D 
effect. The calculations are further validated by comparing the 
results with students’ evaluations. Due to the Internet-based feature, 
multiple clients have the opportunity to perform the online 
automation development. In the future, students, in different 
universities, will be able to cross-control robotic components of 
different types around the world. With the development of this 3D E-
Robotics interface, automation resources and robotic learning can be 
shared and enriched regardless of location. 
 
Keywords: E-Robotics, Online, Polarization, Quality, PLC, E-Lab 
Learning 
 

1.  INTRODUCTION 
 

E-Robotics is the modern term for combining E-Learning techniques 
with the traditional Robotics learning programs. It emphasizes the 
controlling and programming of robotic components over the 
Internet without having to be physically next to them. This scheme is 
part of an E-Industry that has been widely developing with the 
popularity of the Internet over the world [1-7]. However, E-Robotics 
suffers from the lack of realism which makes it hard to progress. The 
inability to accurately locate points and teach the robots imposes 
difficulties on engineers or even students who are involved in this 
type of industry. As such, a new display system has been established 
and calibrated to offer the robot programmers with the best field of 
view to pursue their jobs. 
 
A few years ago, the word “3D” was used to reflect an illusionary 
technology that transformed images to resemble those from real-life 
[8]. Stereoscopy was still developing and its applications could be 
hardly found in people’s everyday lives. Today, 3D technology is 
becoming publicly available and accepted by different societies. It 
can be found in the media world in addition to professional 
applications.  In the entertainment world, 3D movies and multimedia 
have created a realistic virtual environment for the audiences, 

dazzling them with the power of such technology. In the field of 
online education, 3D stereoscopy has also obtained positive feedback 
by allowing the educators and learners to get involved in a new 
educational atmosphere [9]. This environment combines the 
traditional classwork duties with a rich Internet-based learning 
experience that can benefit the students even though they are 
working remotely. At Drexel University, this stereoscopic 3D 
technology has been adopted, optimized for the best 3D effects, and 
used for E-Robotics teaching. The optimization parameters have 
been based on objective calculations of a 3D metric known as 
“Stereo Base” and subjective evaluation outcomes from the students. 
The result has been the development of an online real-time 3D 
Robotics laboratory that has received encouraging statements from 
the student, allowing them to access the Robotics laboratory from 
any location at any time. 
 
As a supplementary effort to enhance the online Robotics program, 
programmable logic controllers (PLC) have been integrated into the 
laboratory experiments. PLCs are widely used in manufacturing 
facilities as the primary controller of the shop floor [10]. They take 
inputs from individual robot controllers, sensors, and human 
machine interfaces. After processing the inputs, they generate output 
signals according to the compiled program in the controller to 
control all external components in a real-time manner [11-12]. 
Providing the students with the chance to use the 3D display system 
to control and program robots and logic controllers allows them to 
improve their knowledge in the automation field and tackle its issues 
in the future. 
 
This paper discusses the usage of stereoscopic 3D technology for 
robotics education applications. Section 2 provides a general 
background of the 3D system that has been developed at Drexel 
University. The enhancements to the 3D system using new robotic 
software and 3D quality calibration methods are shown in Section 3. 
Section 4 describes a real-time remote-laboratory application, 
involving PLC integration, performed by students. The paper is 
concluded in Section 5 and future 3D robotic cell applications are 
presented in Section 6. 
 

2. PREVIOUS WORK  

The developed system at Drexel University uses the polarization 
technology to develop the 3D experience for the students. A dual-
camera configuration at the robotic side defines the image capturing 
mechanism. The images from the two cameras are streamed in a 
synchronized fashion through a software-based video server over the 
Internet. On the client side, the students are able to capture the two 
camera image streams remotely and display them in their web 
browsers. With the help of two projectors, polarizing filters, a silver 
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screen and polarizing glasses, the students are able to experience a 
rich 3D Robotics laboratory without having to be present in the 
classroom [13].  
 
Figure 1 shows the Internet-based 3D Robotics educational system. 
Two client PCs are necessary to run this system. The first PC is used 
to feed the projectors with the dual video streams. The second PC is 
used to run the robotic software and perform various robotic 
operations. As for the video server, it runs a camera management and 
image streaming software called “WebcamXP Pro”. This streaming 
software functions by capturing continuous images from the camera 
sources and streaming them to a client. The client keeps rapidly 
refreshing the streamed pictures in a web browser allowing it to 
surpass encoding and decoding delays. This streaming method also 
cuts down on the buffering delays that are observed at both the 
sender’s and the receiver’s sides. Due to the fast Gigabit link 
between the video server, robot controller, and the two PCs, data can 
be transferred with little communication delay and the system is able 
to run in a real-time fashion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Real-time 3D E-Robotics 

The choice of using polarization as the 3D technology for student 
education is based on the results of previous evaluations that the 
students have been asked to complete. Polarization works by 
creating the illusion of 3-dimensional images. This is performed by 
restricting the light that reaches each eye. A pair of orthogonal 
polarizing filters superimposes the images while being projected 
onto the screen. The polarized glasses also contain a pair of 
orthogonal polarizing filters each of which passes only the light that 
is similarly polarized and blocks the orthogonally polarized light. 
Thus, each eye sees only its separately polarized image, creating the 
3-dimensional illusion for the viewer. 
 

3. ENHANCEMENTS TO 3D SYSTEM  
 
As an extension to the research in E-Robotics, several improvements 
have been developed to both, the robot controller software and the 
3D image quality. The new E-Robotic software, developed by 
Yamaha Robotics, introduces advanced Ethernet-based 
programming features. As for the 3D quality calibration, it is 
performed based on objective metrics while the quality assessment is 
based on subjective measurements. 

New Robotic Software 
 
The primary goal of utilizing the robotic software is to allow the 
remote control and programming of the Scara robots in the 
laboratory. Yamaha VIP, the previous version of the software, is 
driven towards supporting the serial communication protocol. The 
new software, Yamaha VIP+, is more Ethernet oriented and contains 
Ethernet-based options. Several new features such as auto-
calibration, fast multiple controller management and debugging 
functions have been included in this new version. Yamaha VIP+ is 
used as assistant software for multiple multi-axis robot controllers 
and robots. 

The software can run in manual, automatic, programming, system 
and utility modes. The manual, automatic, and programming modes 
are the essential modes for student applications. Figure 2 displays the 
manual control mode of the robot. The users are able to perform 
different types of manual robotic operations such as jogging, tracing, 
and speed tuning. Jogging the robot is possible on one axis at a time 
at definable increments. Tracing allows the user to define the point 
coordinates that the robot moves to. The units for jogging and 
tracing can be in both pulses and millimeters depending on the users’ 
settings. Manual control is essential for teaching points and testing 
the I/O modules of the robot controller. 

 
Figure 2: E-Robotics Manual Mode Control 

 
 

 
Figure 3: E-Robotics Automatic Mode Control 

 
It is recommended to teach the required points before accessing the 
programming mode of the controller. Once the points have been 
taught correctly, the user is able to build the necessary program and 
compile it in the programming mode. The programming syntax used 
is developed by Yamaha Robotics and is specific for Yamaha robotic 
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controllers. It includes high-level commands that allow users to 
control almost every aspect of the robotic motion. Testing and 
running the robotic program takes place in the automatic robotic 
mode. Figure 3 portrays the testing of a sample robotic program and 
the methods of using debugging features to capture any run-time 
errors. 

3D Quality Calibration 
 
The preliminary goals for the 3D stereoscopic system have been 
completed as shown in Figure 1. However, the results have shown 
variations in the quality of the 3D video. As a method of improving 
the 3D display, research has been devoted to determine the most 
effective parameters that might cause the quality distortions. Figure 
4 describes some of the parameters that can play a big role in 
changing the comfort level and the effectiveness of the 3D images. 
 
 

 
 

Figure 4: Parameters for 3D Quality Assessment 
 

Although there are several factors to be considered in order to assure 
the 3D images’ best quality and comfort, the most important factors, 
according to this research, are the distance between the lens of each 
camera and the object and the distance between the two lenses of the 
cameras. This study considers that the cameras are installed in 
parallel on the camera mounting bar. A more professional term used 
for the separation between the lens of the left and the right cameras 
while taking stereo photographs is known as “Stereo Base”. It is 
defined by the formula: 

 
f

LLLLP
BASESTEREO

)()( minmaxminmax −××
=  (1) 

Where P (known as Parallax) is the maximum gap between the left 
and right images on the film, Lmax is the maximum distance from the 
lens of the camera to the farthest subject, Lmin is the minimum 
distance from the lens of the camera to the closest subject, and f is 
the focal length of the camera. The formula is based on a 
simplification of the Berkovitz formula and has been designed by 
Pierre Meindre [14-16]. The simplification can be called a “pin-hole 
formula” since it does involve focusing the camera. Figure 5 shows 
the different factors that are used for the Stereo Base calculation. 
 

 
Figure 5: Stereo Base Factors 

 
In order to calculate P, the following formula is used: 
 

 SSRwidthCCDP ×=  (2) 

Where CCD width is the width of the charge-coupled device in the 
camera. For the Sony DCR-HC62 cameras that are used for the 3D 
system, the CCD width is 3 mm. SSR is the stereo separation ratio 
and is calculated using the following formula: 
 

 screenofwidth
imagesrightandleftbetweenseparationdesired

SSR =  (3) 

Considering the silver screen to be the screen, the desired separation 
between the left and right images is chosen to be 400 mm and the 
width of the screen is 1200 mm. SSR in this case is equal to

mm
mm

1200
400 . 

Thus, P is calculated to equal to 1. 
 

1
1200
4003 =×=

mm
mmP

 
 
In order to calculate the focal length f, the CCD size, the distance 
from the lens to the object, and the maximum size of the target 
object to be imaged have to be taken into consideration. Equation 4 
shows the formula to determine the focal length: 
 

 SizeObject
ObjecttoLensfromDistSizeCCDf .×

=  (4) 

Based on all these parameters, the Stereo Base can be calculated and 
the quality of the 3D display can be adjusted. 
 
3D Quality Assessment 
 
In order to verify the equations in this application, several subjective 
metrics have utilized. Different combinations of the distance 
between the lens of each camera and the object and the distance 
between the two lenses of the cameras have been designed to be 
tested. The distance between the lens of each camera and the object 
is identified by the symbol D and the distance between the two 
lenses of the cameras, known as Stereo Base, is identified by the 
symbol SB. The combinations of data are shown in Table 1: 
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Table 1: Stereo Base Calculations 
D f SB 

142 cm 20.29 mm 9.62433517 cm 
172 cm 24.57 mm 12.15348393 cm 
202 cm 28.86 mm 14.62038755 cm 
232 cm 33.14 mm 19.58689541 cm 

 
The system is set up according to Table 1 where the values of D are 
defined by the system engineer. Equations 1 and 4 are used to 
calculate the corresponding values of f and SB. To test and verify 
these equations, the 4 by 4 combination setup of D and SB is 
evaluated. Thus, for each D value, the different SB values are tested. 
The evaluations have been performed as part of the MET 205 
Robotics and Mechatronics laboratory at Drexel University.  
 
 

 
Figure 6a: 3D Comfort Level Assessment 

 

 
Figure 6b: 3D Effect Assessment 

 
Figure 6a evaluates the students’ comfort level with the 3D display 
in the Robotics laboratory. Figure 6b evaluates the students’ 3D 
experience while using the designed 3D system. For each 
experiment, the students have expressed their preference of the setup 
that is based on the calculations from the Bercovitz formula. The 
results from both sets of evaluations verify that the equations are 
effective and can be relied on for calibrating the 3D system and 
offering quality 3D experience. 
 

4. 3D REMOTE-CLASSROOM APPLICATION 

The calibrated online polarized 3D vision system is ready to be 
utilized for remote robotic 3D applications. Experiments involving 

robot and PLC programming have been designed as part of the MET 
205 Robotics and Mechatronics laboratory at Drexel University for 
the Winter of 2010. These experiments aim at educating students 
about the possibility of incorporating multiple robots and sensors 
through a remote real-time controller. Moreover, the students get to 
experience a virtual 3D robotic environment without the necessity of 
being personally at the laboratory site. 
 
Robot Programming 
 
The students program the robots remotely using Yamaha’s VIP+ 
software tool. They are able to define working points, jog the robot, 
create programs and perform other operations. A sample experiment 
from the MET205 laboratory asks the students to implement a 
simple robotic operation to pick and place an object from and on the 
conveyor belt once detected by a photoelectric sensor. A 4-axis 
Scara robot is to be programmed to execute the corresponding 
motion. Figure 7 displays the flow chart for the robotic program in 
the Scara robot controller. The system is initially at reset stage. Once 
the students command the system to start by pressing the start button 
in the auto mode of VIP+, the conveyor belt is turned on and the 
photo sensor is monitored by the PLC (to be programmed). When an 
object has been detected, the robot picks and places it after the 
conveyor belt has been ordered to stop. Following the pick-and-place 
operation, the conveyor belt is turned on again and the robot returns 
to its initial position. The program will continue looping until the 
user orders it to stop. 

 
Figure 7: Robotics process flow chart 

 
The calibrated 3D system allows the students to remotely pinpoint 
the correct locations for defining the working points. The increased 
comfort level and 3D experience has shown positive feedback from 
the students while operating the 3D system to program the robot. 
The students use the manual mode in Yamaha VIP+ to jog the robot 
across the conveyor belt to the correct coordinates. The 
programming mode is used to create and type in the program 
commands for the pick-and-place operation described in Figure 7. 
Once the robot is programmed, the auto mode of Yamaha VIP+ 
allows the students to debug and execute the program. Figures 8 and 
9 show how the students are using Yamaha VIP+ to build the robotic 
program while using the 3D display to accurately define the points 
and robotic motion. 
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Figure 8: Students programming the Yamaha Robot 

 

 
Figure 9: Polarized Picture of Robot 

 
PLC Integration 

Complementing the remote robot programming performed in the 
MET 205 laboratory and to connect all the automation components 
together, students have also been taught how to remotely program a 
PLC and logically control the different parts in a robotic system. In 
this laboratory, students create a program for the ControlLogix 
processor and then verify that it is operating correctly, as shown in 
Figure 10. The ControlLogix processor uses RSLogix 5000 
programming software.  Students learn that the tag names on the left 
identify the tag as referring to a local (versus remote) module, in slot 
0 or 1, and data type of input (I), or output (O).  These tags all refer 
to the input and output modules.  Students learn how to enter a rung 
that is used to monitor the bit 0 input (the first input) of the input 
module in slot 0. Therefore, the inputs from slot 0 can be selected.  
In addition to the actual data, students can get information such as a 
timestamp, and open-wire detection.  These advanced features of the 
module can be used in diagnosing problems in the PLC system. 
 

 
Figure 10: Yamaha Scara Robot with PLC Integration 

 

Figure 11 displays sample logic code designed by the students for 
the purposes of this laboratory experiment. Each of the lines in the 
code is called a network. The first two networks in the logic code are 
ladder logic equivalents of digital electronic latches. The first 
network aims at facilitating the robot’s control of the operation 
through the start and stop signals. The second network signifies the 
state whether the robot is busy performing its tasks or not. The states 
of the system in the first two networks are stored in memory bits that 
are used to control the third network of the logic. The third network 
is responsible for controlling the conveyor belt. When the system is 
started, the robot is not busy, and the photo sensor is not detecting 
any object, then the belt is signaled to turn on. The last network is 
responsible for activating and controling the pick-and-place routine 
of the robot. The initial requirement for triggering the robot is having 
the start bit high. Once the input from the photo sensor turns high, 
the circuit is completed and the trigger signal is sent to the robot 
controller. 
 

 
Figure 11: PLC Ladder Diagram 

 
With the integration of the PLC in this application, the 
synchronization of the different robotic devices in a real-time fashion 
becomes possible. The students learn how to configure the different 
inputs and outputs of the PLC to control each and every device in the 
system. Having such knowledge allows the students to expand their 
understanding of systematic process control.  
 

5. CONCLUSION  

The integration of stereoscopic 3D technologies into Robotics 
learning has shown successful results. The quality of the 3D images 
has significantly improved after calibrating the system with several 
objective metrics and verifying its effectiveness with subjective 
measurements. In addition, updating the experiments to involve PLC 
programming and Yamaha’s new robotic software, VIP+, helps in 
educating students with new automation concepts. These concepts 
include remotely developing a system with multi-robot control and 
incorporation of different automation components that vastly 
improve the efficiency and productivity of traditional robotic 
automation systems. This technology opens the doors for students in 
different universities to gain the unparalleled knowledge in the 
automation industry. Different students in different universities will 
have the chance to cross-control robotic components and enhance 
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their experience. Moreover, the development of 3D stereoscopic E-
Robotics has introduced a new level of realism and visual 
communications in the online robotics world. 
 

6. FUTURE APPLICATIONS 
 
As part of further improving the Robotics education at Drexel 
University, a new robotic setup has been proposed. As shown in 
Figure 12, the new robotic system will include two Yamaha Scara 
robots, a 1-D high speed robot, and a conveyor belt. The work for 
building this system is already under progress and is believed to 
highly support the move towards multi-robot integration. Overall, 
having multiple robots, together with the 3D Display system and 
PLC programming, will definitely build the foundations for a rich 
experience in E-robotic cell. 
 

 
Figure 12: Future Robotic Cell 
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