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ABSTRACT

A CDMA-based mobile Ad Hoc networks face two main de-
sign challenges. One is to periodically update connegtivit
formation, namely, neighboring nodes and the codes used by
neighboring nodes. The other is to guarantee that there is no
code collision in two hops’ distance. This paper proposesran
hanced time-spread broadcasting schedule for conngatifir-
mation update. Based on the connectivity information, aecod
assignment and potential code collision resolution schéme
solve hidden/exposed nodes problem is proposed. Simuleio
sults demonstrate the efficiency and effectiveness of theqzed
schemes.

Keywords:  time-spread, broadcasting, connectivity update,
code assighment, code collision resolution, Ad Hoc netsork

I. INTRODUCTION

Most recent radio access schemes for Ad Hoc networks use mul-
tiple channel approaches for more efficient radio resoutitizas
tion[1][2]. CDMA is a promising multiple channel radio tech
nigue where a channel is defined by the use of a determined
pseudo-random sequence. The basic idea of CDMA-based multi
channel MAC design[3] is that the nodes within two hops’ dis-
tance should adopt different codes, so that the code awilisi
can be avoided. To do that, each node is required to periodi-
cally broadcast its code on a common code channel so that the
neighboring nodes can have the information of what code-is be
ing used. Periodical broadcasting is also important foratipd
distributed databases, routing tables, etc.. As the vasathannel

is inherently a broadcasting medium, it is important to heffie
cient algorithms for broadcasting schedule in order tocweolli-
sions. Aloha-based totally random algorithms can resa@eep-

tion conflict by random backoff, but they do not provide a gela
bound. Time-Spread Multiple-Access (TSMA)-based algoni
schedule transmissions in deterministic time slots foraticsor
centralized network [4][5]. However, algorithms proposed4]
depend critically on network topology and cannot efficigstlp-

port a highly mobile environment while schemes presentgf]in
need the knowledge of the exact network size, which is practi
cally a varying parameter. Additionally, all these broadtay
algorithms assume data collision resolution by retransions,

and to our knowledge, there is no discussion on node ideantitly
code assignment broadcasting in CDMA-based mobile Ad Hoc
networks, neither is any consideration on code collisicoie
tion. Code collision has the risk of hidden/exposed nodebr
lem, which results in either reception collision or recepterror

in transmitter-based or receiver-based data exchangesefbine,

it is critical to detect and resolve the potential code sah im-
mediately after each connectivity update.

An enhanced time-spread broadcasting scheme which takes ad
vantage of deterministic time slot allocation and randometi
spread properties to achieve high probability of succéssbad-
casting is proposed in this paper. In periodic broadcasting
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transmission order of each node is determined based on¢he pr
assigned code channel together with a random time-spread to
greatly decrease probability of collisions. The secondriaur

tion of the paper is a distributed code assignment and patent
code collision resolution scheme. Whenever a code calliso
detected due to node mobility, the proposed collision reEmi
scheme resolves the hidden and exposed nodes problemsin thi
way, each node maintains a table with the updated neigtdporin
nodes information and uses this table for data scheduling an
transmission on dedicated code channels. The data schgduli
and transmission is out of the scope of this paper and the inte
ested reader is refered to [6][7][8]-

The remainder of the paper is organized as follows. Section |
presents the system model, followed by the proposed entiance
time-spread broadcasting scheme in Section lll. Sectiodisv
cusses in detail the distributed code assignment and jmitent
code collision resolution schemes. Simulation results vaé-
date the proposed algorithms are given in Section VI, foidw
by conclusion remarks.

Il. SYSTEM MODEL

The considered network works on a single frequency band. We
assume a symmetric connection between nodes, which means
that if node; can hear nodg, then nodg can hear nodéas well.

The code channels are divided into two groups. The common
code channel is used by all nodes for broadcasting; the akedic
code channels are assigned to each node. The dedicatecethann
has two functions: one is to assist broadcasting schedudind

the second one is for dedicated data communications. Eatgh no
is equipped with a half-duplex receiver so that it cannatgnait

and receive at the same time, which is denoted as first clélss co
sion. Since broadcasting is executed on common code chainel
two or more transmissions arrive at a node simultaneousty) t

all the transmissions are destroyed, which is denoted amdec
class collision. When a node is broadcasting a messageyder s
cessful reception by all its neighbors, all the first hop hbigs

are not allowed to transmit to avoid first class collisiord ahthe
same time, all the neighbors of the first hop neighbors aralrot
lowed to transmit to avoid second class collision. From theve
constraint, it is observed that two nodes can broadcase atime
time without conflicts if and only if they are more than two Bop
away from each other.

All the nodes are synchronized at packet level. The trarsams

time is divided into periodic connectivity update phase aode
assignment and collision resolution phase. In connegtiypdate
phase, each node broadcasts its identity and code infanmtati
notify physical existence and to assist with hidden/exgosales
avoidance. The new coming node is assigned a code channel and
the potential code collision is resolved in the followinglecas-
signment and collision resolution phase.
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I1l. ENHANCED TIME-SPREADBROADCASTING

If we arrange the broadcasting in one slot in connectivitgtaip
phase, severe first class and second class collisions \pifiema

To avoid those collisions, simultaneous broadcasting sioaest

be located at least two hops away from each other. Since the ba
sic idea of multicode CDMA-based MAC design is that nodes
within two hops’ distance adopt different code channelstdli-

sion avoidance, we can schedule broadcasting by using the co
channel information.

In an Ad Hoc network with average node degree (the number
of first hop neighboring nodes that are identified by a node) of
D, to satisfy the constraint that nodes within two hops’ dis&a
should be allocated with different codes, we assumelthaum-

ber of codes are required. The detailed implementation déco
assignment will be discussed in the following section. kady,

we can associate each pseudorandom code with a number. For
instance,M number of codes can be indexed to code channel
1,2,3,---, M, respectively. For a node with code channel index
i, 1 < ¢ < M, all the other nodes with the same code channel
index i are located more than two hops away. Therefore, if we
time-spread one broadcasting slot iftb slots and arrange the
broadcasting in the increasing order of code channel inthex,
two classes of collision can be effectively avoided. Thises
ferred to as code-based time-spread in the following d&ons
Fig. 1 demonstrates a simple network topology and the besdec
ing order of &, N1, N2; - -, N6, nodes network. The connections
between nodes mean that they are neighbors to each othéheand
number above each node is code channel index. For the shown
network topology, the node degrde = 2. With the code as-
signment ofl to nodes N1 and N4, codeto nodes N2 and N5,
and code3 to nodes N3 and N6, we can achieve exclusive code
assignment within two hops’ distance. As shown in Fig. 1hé t
broadcasting order is set such that nodes with ddo®adcasts

in time slot starting froml” + (¢ — 1)7%, whereT is the start-

ing point of a connectivity update phasg; is the broadcasting
slot duration which is determined by the transmission delay
propagation delay, then each broadcasting can be sucltgssfu
ceived by all the neighboring nodes.

i+ 2 3 1r 2 3

i=1 =2 i=3
N1,N4 | N2,N5|N3,N6
T T+Tx  T+2Tx T+3Tx

Fig. 1. Broadcasting order for static networks

Though the demonstrated broadcasting schedule is optional f
a static network topology, it is far from optimal when networ
topology changes with node mobility. When two or more nodes
with the same assignhed code move into the neighborhood, the
constraint of no code assignment duplication in two hops* di
tance is broken and code collision happens. With the codeeha
time-spread broadcasting schedule, broadcasting cuwilisap-
pens when the colliding nodes (nodes within two hops’ distan
and having the same code) broadcast in the same time slot. To
further alleviate broadcasting collision caused by noditity

we modify the above code-based time-spread broadcastitg wi
a second random time-spread. In specific, given a random time
spread window sizé&, each broadcasting slot is further expanded
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into L slots. In this way, a node with code channel indéxoad-
casts in time slot starting fro" + (¢ — 1) LT, + (k — 1)T,
wherek is an integer generated at each node and uniformly dis-
tributed in[1, L]. The introduction of a random time-spread fac-
tor k£ makes it possible that broadcasting collision from collid-
ing nodes can be effectively alleviated, if not eliminateter
code-based time-spread and random time-spread, thearigia
broadcasting slot is expanded inté x L slots, whereM and

L are two design parameters. Fig. 2 demonstrates the modified
broadcasting schedule when network topology changes.mesu
the random time-spread window size, is set to2. When node

N6 moves into the neighborhood of node N4, nodes N3 and N6
form a pair of hidden nodes with the same assigned Godét

the beginning of connectivity update phase, each node gerger

a random integek which is uniformly distributed ifj1, 2]. Then
with 50% probability, nodes N3 and N6 may broadcast in differ-
ent time slot and the reception collision at node N4 is awhide
Because nodes N1 and N4 are still outside of two hops’ distanc
from each other, they can always achieve successful bretidga
whenever they transmit in the same time slot or in differanet
slots, and the same for nodes N2 and N5.

i=1 i=2 i=3
K=l  K=2 | K=l K=2 | K=l K=2
N1‘N4'N5‘N2‘N3‘N6
T T+2Tx T+4Tx T+6Tx

Fig. 2. Broadcasting order for mobile networks

As the time-spread broadcasting expands the time inteoral f
connectivity update phase, one objective is to minimize the
broadcasting interval with satisfaction of the broadecagsttol-
lision probability requirement. There are two time-spigazhe

is based on the number of codes requiréd, to achieve dif-
ferent code assignment in two hops’ distance, and the osher i
random time-spread with window siZeto alleviate broadcast-
ing collision caused by node movement. It is noted thatand

L are a pair of design parameters that need to be optimized to
achieve minimum length broadcasting schedule. A largeevalu
of M enlarges the first time-spread, but implies a small code
collision probability in neighborhood so that a smallerdam
time-spread window size can be used; on the other hand, & smal
number of codes results in higher code collision probabitind

will require a much larger random time-spread window size to
achieve the same broadcasting collision probability. Tioimize
broadcasting length, the problem can be formulated as:

Min. M x L
st. Pbm

whereP,. is the broadcasting collision probability requirement.

IV. DISTRIBUTED CODE ASSIGNMENT AND COLLISION
RESOLUTION

A proper code channel assignment assists broadcastindgiudehe
ing. With successful reception of the periodical broadogst
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message on common channel, a new incoming node can select
an available code and the potential code collision can tectit
and resolved.

A. Code Assignment

We propose a distributed code assignment scheme that assume
knowledge from one hop neighboring nodes only. It is noted th

a node’s one hop neighboring nodes are at most two hops’ away
from each other. In the following discussion, when we reter t

a node’s one hop neighboring nodes, they are inherentlyirwith
two hops’ distance. To do code assignment, each node masntai
two lists. One is the neighboring node list which includes th
neighboring nodes and the codes being assigned to them. The
other is the available code channel list which lists the satat

are not being used by any of its neighboring nodes and can be
assigned to a new comer in this node’s neighborhood. Let

A = {total code channels available
B = {code channels used by neighboring ngdes
C = {available code channédls

then,A = B U C. Here, a node is treated to be a neighbor of
itself.

Each node broadcasts a NOTICE message to update connectivit
information, to identify the neighboring nodes and to exag&

the available code channel information. A NOTICE message is
formatted as shown in Fig. 3:

Node ID | Code channel | Available code channel list

Fig. 3. NOTICE format

« Node ID: node identity

« Code channel: preassigned dedicated code to this node

« Available code channel list: a set of codes that are not used i
the neighborhood of this node

When a new node comes within the transmission range of an ex-
isting node, it will follow these steps to get admission:

1. Receive NOTICE messages from neighboring nodes;

2. Based on the neighboring node list and the available dste |
select a dedicated code channel, and send out a NOTICE messag
with the code selection after a random backoff;

Then the neighboring nodes update their neighboring ncde li
and available code channel list with the received NOTICE-mes
sage.

It is seen that for a node to select a code channel, only knowl-
edge from its first hop neighboring nodes is required. Assume
around this node, there arg first hop neighboring nodes with
their available code channel list as:

C =

T =

available code channel list of neighboring nade
1,2,..,N

A code channel fronCy N ...C; N ... N Cn is selected and as-
signed. A node fails to get a code channel cannot be idenbfied
its neighboring nodes though it physically exists, whiclises
node blocking. When no NOTICE message is detected during
connectivity update phase, a node is assumed to move out of th
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neighborhood, and the code channel will be available foemot

tial new comers. It is noted that only neighboring nodes iwith
two hops’ distance are taken into account in code channiglrass
ment, and the same code channel can be reused outside two hops
distance without affecting each other. Therefore, thel toian-

ber of code channels needed to identify all the neighboraodes

is irrespective of the network size, but constrained by theéen
degree,D, namely, network density.

B. Code collision Resolution

Node mobility has the risk of potential code collision, whizan
cause reception collision in both broadcasting and datesinés-

sion phases due to hidden or exposed nodes problem. The re-
ception collision in broadcasting phase is alleviated Wiitie-
spreading as discussed in the previous section. To resioéve t
reception collision in data transmission phase, a codestmil
resolution scheme is proposed in this section.

Hidden nodes

Exposed nodes

collision
Fig. 4. Hidden/Exposed nodes

Fig. 4 illustrates the hidden and exposed nodes problem in Ad
Hoc networks where only two nodes are considered to be ei-
ther hidden or exposed. In practice, hidden and exposedsnode
problem can happen among more than two nodes. As shown in
Fig. 4, in periodic connectivity update process, a hiddedeso
problem is detected when N2 notices that in its neighboriden

list, two neighboring nodes, N1 and N3, are using the same cod
cl. An exposed nodes problem can be detected when N3(N5)
finds that N5(N3) is using the same code c1 as itself. To deter-
mine which neighboring node, either N1 or N3 in hidden nodes
problem, or N3 or N5 in exposed nodes problem, should be re-
allocated a code channel, an easy way is to randomly select a
node to do code channel reallocation. However, there islbss

ity that a code reassignment fails due to lack of availabliesp
which causes the node to be disconnected from the network tem
porarily. Therefore, a more reasonable method to achiewe lo
node blocking probability is proposed. As a node selectsda co
which is in the available code channel list of all its neigtibg
nodes, colliding nodes with smaller node degree are expéote
have high chance for successful reassignment and shoulet be r
quired to do code reselection. We refer to this selectidieoin

as node degree-based code reassignment selection. Therefo
the node with the maximum node degree keeps the code and the
remaining colliding nodes reselect an available code. dfdhs
reselection collision, the node with the second maximumenod
degree keeps the code and the others reselect again tilcekch
liding node has a unique code. It is noted that a node withlsmal
node degree has large available code channel list whichrigda

in NOTICE message. So, there is no more information exchange
needed. The process to reselect a code channel is the same as
when a node joins the system for the first time. Node blocking
happens when the reselection turns out to be a failure.

Before we discuss in detail the proposed code collisionlueso
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tion protocol, we first define a control node and three control
messages. A control node, defined as a node who directs code
reassignment, is chosen in the following way. If there atédzo

ing nodes in a node’s neighborhood, including the case st t
node itself is a colliding node, this node serves as a contdé;

if there are only colliding nodes in one hop’s distance, tbden

with higher node degree serves as the control node. Fig.vBssho
the control node selection in these two cases. In case (&n wh
N1 detects that N2, N4 and itself are using the same code c1, it
determines to be a control node. While in case (b), N1 and N2
are one hop away, and N2 has higher node degree. So N2 will act
as a control node to direct collision resolution.

Control node

o)
@

Fig. 5. Control node selection

Three control messages, CR, RR and ACK, used in collision res
olution protocol are defined as follows.

1. CR message: Code Reassignment request. CR message is
multicast from the control node to all the colliding nodeatth
need to do code reassignment.

Node ID1| Node ID2 Available code channel set

Fig. 6. CR format

2. RR message: Reassignment Result. RR message is sent back
from colliding node to control node to report the code regssi
ment result.

‘ Node ID ‘ Code channel

Fig. 7. RR format

3. ACK message: ACKnowledgement. ACK message is multi-
cast from control node to resolve reception collision.

Node ID1

Node IDZ‘

Fig. 8. ACK format

« Node ID: colliding node identity

Fig. 9 shows an example of code collision resolution wheeegth

are three colliding nodesy1, N2 and N3, with node degree of

1,2 and3, respectively. Here, we assume that N3 acts as a control
node. Based on the proposed code assignment criterion, N3 ha
the maximum node degree among the colliding nodes and keeps
the code. N3 sends out a CR message for N1 and N2 to rese-
lect available codes. After reassignment, N1 and N2 send out
RR message informing the newly assigned code after a random
backoff to alleviate potential reception collision, an@nhstart

a counter to wait for ACK message. On reception of RR mes-
sage, each neighboring node updates its neighboring nstle i
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\ ACK waiting interval

RB,
\RR

|
|
‘RB‘ ACK waiting interval /‘

\ [R
(a) reassignment collision
|.RB,]|

N1 [ 1R
f \ACK waiting interval \RB\ \AC\< waiting interval /

}———‘_V NRR collision

) RR message reception collision

Rgl |ACK waiting interval
[RR]

D
ACK

\ ACK waiting interval \

B VKCK waiting interval

ACK

RB: Random Backoff

Fig. 9. Code collision resolution protocol

and the available code channel list accordingly. If theisiolh

is not completely resolved because two or more nodes sélect t
same code again as shown in case (a), another CR message will
send out to the node with smaller node degree, here N1. The
attached available code channel list informs N1 of the gatiat
code assignment. The counter is reset at the reception of CR
message and N1 executes code reassignment for the secend tim
The introduction of a counter is to guarantee that RR message
is successfully received. As shown in case (b) in Fig. 9, when
RR messages from N1 and N2 arrive at N3 simultaneously, both
RR messages are destroyed. Before the counter expirelsemeit
an ACK message for successful reassignment, nor CR message
for code reassignment is received at N1 and N2, and a receptio
collision is detected. In this case, N1 and N2 set anothetaian
backoff and send out RR message again.

To cope with the reception collision at nodes which are as&ed

do code reassignment by more than one control nodes, random
backoff can be applied before each CR message. If we ignere th
signal processing delay, the time needed for collisionlutisem

is:

Ter = (Tcr++2TrB +Trr +Tack) X n
+ (TRB + TRR + Tcount) X m,

whereTcor, Trr andTack are the message transmission and
propagation delay, anfiz s is the random backoff window size.
n is the number of code reselections. In worst casis,equal to
the number of colliding noded.o.x:. is the ACK waiting inter-
val, andm is the number of reception collisions. In practical Ad
Hoc networks, a small collision resolution length is prederas
periodical connectivity update cycle interrupts regulatadtrans-
mission. The number of collision resolution roundsin Fig. 9
case (a) andn in Fig. 9 case (b) is chosen to satisfy the node
blocking probability requirement?,, which is formulated as:

Min. collision resoluction length
st. Py.

V. SIMULATION RESULTS

Consider an Ad Hoc network where nodes are randomly dis-
tributed. A mobility model mimicing the human and vehicle
movement [9] is applied. The average node degreksisWe
assume a reliable wireless communication and a free spape pr
agation mode so that the signal attenuation is caused &alius
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by transmission distance. Each node has the maximum transmi
sion power offw. The minimum required received power to iden-
tify a neighbor is set td0~°w. To promptly update connectivity
information for neighboring nodes identification, the ceativity
update, code assignment and potential code collisionugsnol
process is executed in evergms.

To show the performance improvement of the proposed time-
spread broadcasting schedule, Fig. 10 compares the bstadca
ing collision probability with the proposed time-spreadheame
and a totally random broadcasting scheme. Here, the mobile
speed limit is set tal20km/h. The total number of codes is
set t050, which guarantees that the node blocking probability
is small enough and each physically existing node can beiiden
fied with a unique code. The random time-spread window size,
L varies from1 to 10. Therefore, the broadcasting length varies
from 50 slots t0500 slots. For the totally random scheme, each
node broadcasts in a time slot uniformly distributed iand the
broadcasting length. It is shown that with the same broaedcas

©
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o

|
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o
&
T

Broadcasting collision probability PbC
5

—— Time-spread broadcasting
—e— Random broadcasting

-4

10 z : i i i

50 100 150 200 250 300 350 400 450 500
Broadcasting length (slots)

Fig. 10. Broadcasting collision probability comparisons

ing length, the proposed time-spread scheme can signifjcant
decrease broadcasting collision probability comparedéoto-
tally random scheme. This is because in time-spread bretdca
ing schedule, the unique code assignment within two hops dis
tance helps avoid broadcasting collisions, and the onlsore#or
broadcasting collision comes from code collisions due tdeno
mobility. While for a totally random broadcasting schemethb
the first and the second class collisions cause severe lastadc
ing collisions. Fig. 10 verifies that the time-spread breatiog
schedule is efficient in collision alleviation.

Fig. 11 demonstrates the effectiveness of the random tpread
in broadcasting collision alleviation. The speed limit & $
60km/h, 120km/h and200km/h, respectively. It is seen that as

the mobile speed increases, nodes with the same code are more

likely to come into neighborhood and cause higher broadaast
collision probability. As the random time-spread windowesiL,
increases, the broadcasting collision probability desgeaignif-
icantly. Compared to the totally deterministic code-basex-
spread broadcasting whefe= 1, broadcasting collision proba-
bility can be decreased by approximatély’ when L is set to
2. As shown in Fig. 11, the broadcasting collision probapilit
curves can be closely matched by exponentially decreasimg f
tions. This verifies that the introduction of random timeesul is
an efficient way to alleviate collisions.
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—— Vo = 120km/h

——V, ., = 200km/h
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0.006 [

0.004 -

0.002 -

Broadcasting collision probability Pbc

0 2 4 6 8 10
Random time—-spread window size L

Fig. 11. Broadcasting collision probability vs. randomehspread window size

Fig. 12 shows the broadcasting collision probability witfied-
ent number of codes\/, and different random time-spread win-
dow size,L. The mobile speed limit is fixed a20km/h. Besides

0.012
0.01
0.008

0.006

Broadcasting collision probability Pbc

Fig. 12. Broadcasting collision probability vs. broad@agtength

the fact that the broadcasting collision probability deses ex-
ponentially with L, it also decreases linearly with the number of
codes. The preferred selectionaf and L should minimize the
broadcasting length}/ x L, and at the same time guarantee the
broadcasting collision probabiliti,.. Based on Fig. 12, a min-
imum broadcasting length a0 slots with combination o0
codes and the random time-spread window sizé i3f required

to guarantee broadcasting collision probabilityddafo2.

To demonstrate the proposed code assignment and potesdil ¢
collision resolution scheme, we assume a broadcastinisicoil
free environment. As a well designed random backoff canexpo
nentially decrease reception collisions of CR and RR messag
Fig. 13 focuses on the node blocking probability causeceeith
by unsolved code collision or lack of codes. Comparisons are
made between code reassignment with random node selection
and with the proposed node degree-based selection. It gshaivs
the node blocking probability decreases with the increasum-

ber of code channels. This is because with the increasing num
ber of code channels, the number of identified nodes incsease
which increase the network density. And a dense network can
improve the code channel reuse efficiency. As expected,1Big.
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shows that node degree-based code reassignment can otrperf
random-based code reassignment with a smaller node btpckin
probability. This figure also shows that one round of cods+ea
signment is enough to resolve the potential code collisi@hthe
node blocking is mainly caused by lack of code channels. &her
fore, for the simulated network, the time consumption fodeco
collision resolution is kept minimal.

o
o
b 4
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[
Q
o
o
> i
c
e
o A
o) ~N
% 10°H —— Node degree-based, round = 1 ; E
Z - - -~Random-based, round = 1 :
* Node degree—based, round = 2 i
¢ Random-based, round = 2
10'4 n n n 1 n i L
5 10 15 20 25 30 35 40 45

Number of code channels

Fig. 13. Node blocking probability

VI. CONCLUSIONS
We proposed an enhanced time-spread broadcasting schedule
for code assignment and the potential code collision réisolu
scheme in mobile Ad Hoc networks. By combining determinis-
tic time slot allocation and random time-spread in broatilegs
schedule, the broadcasting collision probability is shdwrbe
significantly reduced, which also guarantees high protiglmf
code collision detection. The potential code collision barre-
solved with the proposed node degree-based code reassignme
The algorithms also minimize the time consumption and are si
ple to implement in practical systems.
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