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ABSTRACT 

 

This paper presents a low power and high speed 3D-DWT 

(three-dimensional discrete wavelet transform) architecture 

using stacked silicon dies for image compression of medical 

images. The interconnections of stacked chips are based on 

TSV (through silicon via) techniques. Its low power 

operation is due to short signal paths between layers. The 

area of 3D architecture is much smaller than that of 2D 

counterpart having the same performance. Each 

circuit/system layer can be optimized since it can be 

fabricated using a different technology. 

The 3D-DWT architecture consists of two processing 

elements (PE): a PE-odd (processing elements-odd) and a 

PE-even (processing elements-even) layer. Each layer 

processes pixel data derived from rows of the y axis, 

scanning from left to right side of the image data. Each layer 

operates in parallel yielding high throughput. The 

architecture can be used to compress medical image such as 

X-ray, MRI, NRI, CT and endoscopy by processing images 

frame by frame.  
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1. INTRODUCTION 

  

Digital medical imaging systems are beginning to influence 

the way practitioners and radiologists interact. Video images 

introduce heavy demand on the storage capacity of the 

memory layer of a processing system due to large volume of 

data. Various compression techniques have been 

implemented to overcome the complexity. Representative 

compression standards include JPEG, MPEG and H.26x. 

and DCT (discrete cosine transform) which is the basis for 

JPEG and MPEG. Unfortunately the approach suffers from 

blocking effects. Wavelet based image processing such as 

DWT has emerged as an option to DCT based schemes. 

DWT allows image processing from human vision 

perspective and as the consequence the technique has been 

adopted as the JPEG 2000 standard for still image 

compression [1]. Substantial clinical research has been 

devoted to applications of image compression for medical 

equipments. The medical image standard DICOM (Digital 

Imaging and Communications in Medicine) employs 

JPEG2000 [2-5]. DWT based research has extended to two 

dimensional algorithms along with the proliferation of 

JPEG2000. The 2D-DWT is effective for compression of a 

single image. However the approach experiences severe 

limitation in compressing large size medical images such as 

CT (Computed Tomography), CR (Computed Radiology) 

and MRI (Magnetic Resonance Imaging).    

3D-DWT provides interesting possibilities and has been 

studied to resolve the problem associated with compression 

of large size images, where compression of successive 

images becomes manageable within 3D-DWT algorithms 

[6][7]. This scheme however, requires excessively longer 

processing time. Parallel computation algorithm 

implemented in VLSI (very large scale integration) is a 

promising candidate for such an implementation and 

provides a plausible option for technology mapping. Current 

activities on 3D-DWT are based on single chip planar VLSI 

architecture. The problems with single planar approach are 

utilization of large number of I/O circuitry. Furthermore 

increased packaging density in turn makes implementation 

of low power and high performance systems rather difficult. 

Conventional 3D-DWT architectures that utilize system-in-

package (SiP) approach experience difficulties introduced 

by the thickness of stacked chips and the squeezed bonding 

pitch of bonding wires. Hence system performance 

improvement expected from the 3D approach is somewhat 

degraded. Substantial developmental activities are in 

progress to build stacked chip structures that can exploits 

TSV technology to obtain higher processing speed with less 

power consumption [8-13]. A promising solution for 3D-

DWT system is the implementation of stacked chip 

architecture by utilization of TSV. The approach has the 

potential to resolve the difficulties associated with SiP [8].  

Therefore in this paper we present an image processing 

architecture that employs 3D-DWT algorithm and then we 

provide a comparison as to the effectiveness of the 3D-

DWT with respect to the conventional 2D systems. 3D 

image processing approach can be employed in health care 

and point of care management systems. Section 2 reviews 

the 3D discrete wavelet transform; Section 3 presents the 

proposed architecture along with subsystems description 

such as processing element, processing element-x and the 

filter; Section 4 analyzes the architecture; and finally 

Section 5 concludes with evaluation of the approach.  

 

 

2. 3D DISCRETE WAVELET TRANSFORM 

  

DWT compression is performed on the resultant data using 

arithmetic coding. A 3D-DWT performs wavelet transform 

in the three x, y, and z directions on the image data. A 3D 

image is an extension of 2D images along the time axis 
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whereby processing in 3D-DWT is carried out on the pixel 

values of the same location along the time axis. Figure 1 

show one level of 3D-DWT where the H-pass and L-pass 

represent the high pass filter and the low pass filters 

respectively. The down sampling of the filtered results is 

denoted as “↓2” which can be decomposed further into 

smaller data through multi-level image decomposition 

processes. 
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Figure 1. One level 3D-DWT  

 

 

3. PROPOSED 3D-DWT ARCHITECTURE 

 

Conventional 3D-DWT is inefficient since it requires to 

access all the image frames on the same time axis, and 

thereby requires significant amount of memory space to 

perform DWT. The concept of group of frames (GOF) 

which is similar to the group of pictures in MPEG is 

introduced to overcome the drawbacks associated with 

conventional 3D-DWT; unfortunately this approach has its 

limitations from compression efficiency perspective.  

 

 
Figure 2. 3D-DWT architecture 

 

The proposed architecture being introduced is based on two 

layered system elements and addresses this frame access 

issue. Figure 2 highlights the proposed architecture 

comprising the PE-odd (processing element - odd) layer and 

the PE-even (processing element even) layer. The approach 

employs stacked chip architecture, and thereby alleviates the 

frame access bottleneck. The architecture permits accesses 

to all frames on the same time axis, thus providing better 

data compression efficiency.  

 

Processing element architecture 

The processing element (PE) carries nine filter bank-1s (FB-

1s), four filter bank-2s (FB-2s) and their interconnections. 

The nine filter bank-1s down sample in the z direction. The 

remaining four filter bank-2s decompose images in the y 

direction. Figure 3 shows implementation of the PE 

structure.  

 

 
Figure 3. PE architecture 

 

Processing element-x architecture 

The processing element-x (PE-x) includes four filter bank-

1s which down sample in the x direction. The PE-x as 

illustrated in Figure 4, receive and process the outputs of the 

PEs. This structure performs 3D-DWT on the entire data, 

when all the data become available.   

 

 
Figure 4. Proposed PE-x architecture 

 

Filter design 

The filter architecture is based on the Daubechies 9/7 filter. 

The PSNR and the size of the circuitry are the key 

parameters in design of the filter. Cao et al. [14] used 13-bit 

coefficients providing high level of accuracy in its fixed-

point implementation.  

Our approach is based upon modified Cao’s filter bank-1 

which maps adder compressor array into two parallel 

structures in order for the high and the low signals to be 

generated simultaneously. Figure 5 shows the modified filter 

bank-1 design. 

The modified filter bank-2 design processes 9 pixel data at a 

time without the need for a delay lines. Other features are 

the same as the filter bank-1 design. 
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Figure 5. Modified filter bank-1 design 

 

Table 1 summarizes the array input convertor. In this table, 

symbols “>>” and “-” refers to right shift and invert 

operations, and “H1 ~ H13, L1 ~ L13” refers to the input of 

adder compressor array notation used in Figure 5. 

 

Table 1. Array input convertor 

High pass Low pass 

H1 = -W1 L1 = -W8 

H2 = W13>>1 L2 = W1>>1 

H3 = W4 >> 2 L3 = W8 >> 2 

H4 = W13>>3 L4 = W2>>3 

H5 = W6 >> 4 L5 = W1 >> 4 

H6 = W11 >> 5 L6 = W3 >> 5 

H7 = W1 >> 6 L7 = W5 >> 6 

H8 = W13 >> 7 L8 = W4 >> 7 

H9 = W7 >> 8 L9 = W7 >> 8 

H10 = W7 >> 9 L10= W1 >> 9 

H11 = W12 >> 10 L11= W9 >> 10 

H12 = W10 >> 11 L12= W4 >> 11 

H13 = W7 >> 12 L13= W1 >> 12 

 

Scanning pattern 

The scanning pattern employed here down samples in the 

sequences of the z, y and x directions respectively. 

Conventional schemes employ the down sampling 

sequences of the x, y and z direction. Thus better 

performance is observed through the change in the sampling 

sequences. 

 

Processing direction 

Figure 6 illustrates the pixels processing in PE-odd layer 

and PE-even layer. Each layer decomposes images along the 

direction of the z axis (time), the y axis (vertical) and the x 

axis (horizontal). The PE-odd layer processes pixels in the x 

direction based on the odd-th sampling on the y direction. 

The PE-even layer processes pixels in the x direction based 

on the even-th sampling on the y direction. It means that 81 

pixels are processed in the three dimensions. 
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Figure 6. Pixels processing in PE-odd and PE-even layer 

 

 

4. RESULTS 

 

There are two cases used as the basis of comparison: a 2D -

DWT case and a 3D-DWT with different scanning 

sequences. The PSNR of each is measured using:   

])[
255

(log10
2

10 dB
MSE

PSNR                  (1) 


  


L

t

M

x

N

y

tt yxfyxf
NML

MSE
1 1 1

2)],(ˆ),([
**

1

     

(2) 

 

The MSE (Mean Square Error) defines the quadratic 

average in the difference between the original and the 

restored images. M*N represents the number of pixels of a 

frame, and L is the number of frames. The same 

compression ratio has been applied to all the cases. 

Evaluation of results is summarized in Table 2 in which the 

new architecture shows the improved performance among 

the three cases. The LL component carries the largest 

amount of image information. The 3D-DWT allows more 

aggressive compression of components while keeping the 

LLL component intact, and thereby yields the highest PSNR. 

The changes in scanning sequences also help to obtain better 

PSNR.   

 

Table 2. PSNR results 

 2D-DWT 
3D-DWT 

(z->x->y) 

New 

Architecture 

PSNR(dB) 38.18 40.69 41.23 
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5. CONCLUSIONS 

 

In this paper we presented a 3D architecture for image 

compression based on 3D-DWT. The 3D-DWT has been 

considered as an efficient compression method but suffers 

from the want for very large memory space and an increase 

in computation time. Our modified architecture resolves 

these problems associated with conventional 3D-DWT by 

using stacked layers of processing and memory functions 

that are connected using TSVs. The stacked 3D structure 

employs modified scanning sequences that yield promising 

performance with respect to other alternatives.  

The new architecture can be adapted to the more aggressive 

environments such as medical imaging systems where high 

quality and high resolution imaging is essential [3][5]. 

Application of stacked 3D-DWT, using TSV most likely 

will open new areas in image compression including those 

required for medical diagnosis.   
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