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Abstract. Schools always had an essential role in the
formation of students’ intellect; however, the constant
incorporation of knowledge to improve techniques and
technologies used in the production of goods and
services has caused a major demand for highly
qualified professionals and, in order to meet that need,
the teaching process must understand and adapt to the
profile of the students. The transcript is the most used
document to measure the performance of a student. Its
digital storage combined with data mining
methodologies can contribute not only to the analysis
of performances, but also to the identification of
significant information about student's profiles and
deficiencies in the structure of a course. This study
shows an example of the application of data mining
techniques in transcripts, based on the real Computer
Sciences course of Universidade Presbiteriana
Mackenzie, and the use of the open source tool
WEKA.

Introduction

One of the major challenges encountered by schools in
several countries, mainly within the academic sphere,
is to handle the difficulties of students during the
learning process, which in many cases might result in
the lack of motivation and even university drop-out.
In this sense, better understanding the students and
their characteristics is crucial for the application of
pedagogical techniques with a specific focus, aiming
at reaching optimum productivity during the learning
process.

Since that up to recent times the storage of transcripts
used to be made on paper and their analysis had to be
manually processed, a deeper evaluation on these
documents would be rejected and deemed unfeasible.
However, the implementation of computer processing
technology in several branches has been contributing
to the increasing usage of digital data storage in view
of the savings on material resources and space, as well
as the ease of handling allowed by this format, which
also foments environmental sustainability.
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Data mining offers a method to benefit from the
computer processing efficiency in the analysis of data
with a view to search for tacit information [6].
Through data mining, it is possible to avoid massive
data exploitation and to use the knowledge acquired
by the interpretation of ascertained patterns.

The transcript represents a source of information that
allows depicting not only the individual performance
characteristics of students, but also their profiles, in
addition to providing several details about the course
at issue. Among the several potentials of data mining,
it is possible to recognize distinct groups of students,
distinguishing their difficulties and virtues; to evaluate
academic disciplines that concentrate a greater need
for efforts aiming at interlinking them; and to set forth
right at the beginning the academic disciplines in
which each student, in average, will face greatest
challenges, as well as to establish secondary areas in
the course through which the student will have more
chances of achieving a successful career.

This article provides a practical example of the
application of two data mining techniques in the
analysis of transcripts: cluster analysis and
classification. For that, there were used an open
source tool named WEKA and a sample of actual data
regarding the Computer Sciences course of
Universidade Presbiteriana Mackenzie.

Knowledge Discovery In Database (KDD)

In the 80’s, managers of major organizations started to
be concerned about the volume of stored data and its
uselessness for their purposes [1]. In tandem, as the
market became increasingly dynamic and competitive,
companies had to quickly make strategic decisions,
even though this could imply potential risks [2]. Given
this scenario, studies on data exploitation became
more intense and, in 1989, the term Knowledge
Discovery in Databases (KDD) was created by [4]
with reference to the entire process of extraction of
useful information from large data volumes [4]. Ever
since, the entire KDD process arouses the interest of
people both within the academic and the corporate
spheres.
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As opposed to data mining itself, KDD is a complex
methodology with focus on the production of
consistent and construable knowledge, comprising
issues such as storage and access, development of
efficient algorithms, visualization and interpretation of
results and the way the user is able to interact with
them [4].

The definition of KDD as a process composed of
sequential steps is quite renowned and, in its essence,
it comes down to the preparation of data, and mining
and interpretation of the results.

The preparation is an elemental step for the success of
a KDD project, insomuch that 80% of the efforts for
understanding the data are focused on its cleansing
and preparation [7]. There are three subjects that
provide grounds for the importance of data
preparation:

e Real world data are impure like noise and
manifested as errors which, when provided as an
input to a mining algorithm, tend to spend the
results acquired from reality, hiding relevant
patterns or even compromising the credibility of
ascertained patterns.

e High performance mining applications require
quality data.

e  Quality data produce quality patterns.

It is crucial for the representation of the results
acquired in the search for patterns to be simple and
construable. [8] base this need on the fact humans
have the ability to analyze large amounts of
information when such information is presented in a
visually organized manner. Among the distinct data
analysis methods, the majority derives from the
statistics, and the graphic analysis is more specifically
related to the branch of Exploratory Data Analysis
(EDA), whose focus is precisely on visualization.

Data mining is the step where artificial intelligence
concepts are employed to provide resources for
understanding the information being handled.

Data Mining

Data mining represents the most important step of the
process of Knowledge Discovery in Database (KDD),
as in this step the patterns are effectively exploited and
analyzed. Once the data have been organized and
their quality assured, mining is applicable with a view
to extract their relevant patterns.

Under a simplified perspective, the goals of data
mining might be resumed as prediction or description.
When the purpose is prediction, the database is
analyzed so that unknown values can be found or
future ones predicted based on previously existing
data. The most common examples of predictive
methods are Classification, Regression and Analysis
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of Time Series, which operate through supervised
learning techniques. As to description, the goal is to
find construable patterns that describe the input data,
based on classic methods such as Cluster Analysis,
Discovery of Association Rules and Sequential Pattern
Analysis, which use non-supervised learning
techniques [4], [3].

Classification, as the name suggests, consists basically
of mapping a log back to existing predefined
categories. A powerful but simple classification
technique consists of building decision trees, which is
accomplished through a series of questions carefully
developed and focused on the training set [8].

When certain classes cannot be previously identified
in a clear fashion, clusters provide a good alternative
by identifying items that will naturally group together
[6]. The analysis of clusters aims at analyzing a set of
logs and dividing it so that the values of the elements
within one group are more similar inwardly than as
compared to other groups [9]. Clusters oftentimes
indicate tacit data patterns.The WEKA (Waikato
Environment for Knowledge Analysis) is a widespread
open source tool that consists in the creation of a
compilation with machine learning and data pre-
processing algorithms, comprising interfaces for the
operation of input data, statistical validation of
learning schemes and visualization tools.

The WEKA environment gathers the most important
data mining methods: Regression, Classification,
Cluster Analysis, Association Rules and Attribute
Selection.

Preparation Of The Data Used

The data used in this research were acquired through
the General Office of Universidade Presbiteriana
Mackenzie, S8o Paulo campus (where information
secrecy has been ensured due to the fact that a numeric
indication is used for each student without any
reference to the records used for the control of their
academic life). The pieces of information correspond
to a sample of the historic records of grades and
absences of Computer Science students, from the
Computer Systems and Data Processing Faculty, in the
period between the first semester of 1999 and the
second semester of 2010.

The records were found in an Excel spreadsheet, in the
xIsx format, comprising the fields Student, Discipline
Code, Name of the Academic discipline, Final
Average, Absences, Year/Semester and Final
Situation, as shown by Figure 1. The attributes
Academic discipline Code and Name of the Academic
discipline represent the discipline to which the grades
are related, and Year/Semester is the attribute that
indicates the period in which the student attended the
classes. The final averages, absences and final
situation are the target information and the patterns are
analyzed according to these measures.
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In addition to the spreadsheet, it was possible to
acquire the description of the curricula on the page of
the university and a definition of the theme areas of
the academic disciplines from the course coordination.

The description of the 1999 curriculum acquired from
the website of the university is the most complete one,
comprising code, name, stage and the total, theory and
laboratory credit hours for each of the academic
disciplines in the curriculum. For the 2004
curriculum, the same information is available, except
for the code of the academic disciplines, which could
be acquired through the Informative Academic
Terminal (known as TIA). For the 2009 curriculum,
the codes of the academic disciplines are also not
present; however it shows all other attributes and the
indication of the new academic disciplines regarding
the previous curriculum. The most relevant data are
the code of the academic discipline and the stage,
through which it is possible to associate a discipline to
a curriculum and the level that this discipline is taught;
this information is not available in the original data.

Studente Dicip. Discipline Name Final Absence year Final
Code average % attended situation

Aluno  cod. disciplina nome da disciplina

some information relevant for the interpretation of
results and not for the mining algorithm.

Before the tests, the data went through a cleansing and
transformation process in which the duplicate lines
were removed and the uncommon values treated, as
the case of averages 22.22 and 99.99 attributed to
certain records. Furthermore, the data had their format
changed to a new structure as shown in Figure 2.

ALUNO ANO-SEM Jid10054057-CALCULO DIF E INTEGRAL IV id10054073-MATEMATICA DISCREI'A]

média final % faltas anofsem cursado situagio final

10677106 11351055  LABORATORIO DE PROGRAMACAO 010 %8 0102 R
10677106 11353074  ORGAN EARQUIT DE COMPUTADORES 50 00 0101 A
1067106 11353082  ESTRUTURA DEDADOS 630 000 2009 A
10677106 11353139 ANALISENUMERICA| 70 00 20101 A
1067106 11354100  LINGUAGEM DE PROGRAMACAQ Il 54 00 009 A
10677106 11355026  TEORIA DOS GRAFOS 830 000 20091 A
10677106 11355166  BANCO DEDADOS 630 000 0091 A
10677106 11356057  REDES DECOMPUTADORES 50 000 20101 A
10703394 07051042 FISICA PARA COMPUTACAOI 830 5% 0102 A
107033% 09251022 INGLES INSTRUMENTAL 860 1250 20102 A
1070339 09351019 ETICAECIDADANIAI 800 500 0102 A
107033% 10011811  CALCULODIF. EINTEGRALI 50 2% 0102 A
10703394 10051090  GEOMETRIA E VETORES 0 00 20102 A
107033% 11351033 AMBIENTES OPERACIONAIS 80 769 0102 A
10703394 11351047  INTROD ALGORITMOS E PROGRAMACAQ 80 M 0102 A
107033% 11351055  LABORATORIO DEPROGRAMACAQ 50 65 20102 A
10705936 07051042  FISICA PARA COMPUTACAOI 610 83 0102 A
10705936 09251022 INGLES INSTRUMENTAL 560 65 0102 A
10705936 09351019  ETICAECIDADANIAI 50 000 0102 A
10705936 10011811  CALCULODIF. EINTEGRALI 7130 2% 20102 A
10705936 1005109  GEOMETRIA E VETORES 630 000 0102 A
10705936 11351039 AMBIENTES OPERACIONAIS 620 512 20102 A

FIGURE 1 Part of the data is provided in its original format

The document regarding the theme areas of the
academic disciplines is based on the 2009 curriculum,
but since its academic disciplines differ just little as
compared to the previous one, it is possible to
generalize it. The Academic disciplines are arranged
in Programming, Humanistic and Complementary
courses, Mathematics, Computer Models and Systems,
Technology, Software Engineering and Graphics
Processing. It is important to remark that an academic
discipline might be part of more than one theme line,
such as the Graph Theory. This content also exposes

SYSTEMICS, CYBERNETICS AND INFORMATICS

191333 20071§1.6,
191333 20072§5.5,
191333 20081
191333 20082
191333 2009
191333
191333
191333
210060
210060
210060
210060
210060
210060
210060
210060
210060
210060
210060
210060
210637
210637

210637 7.3

FIGURE 2. Part of the data is provided in its original format

In this new structure, the absences and final situation
were removed and the averages started to be arranged
in columns, sorted by academic discipline. This data
aggregation was loaded on a Sun MySQL database to
be more efficiently exploited.

When attempting to run cluster analysis experiments
with these data, by using WEKA’s K-Means
algorithm, it was noted that the field Year/Semester
rendered the results unsatisfactory. The data were then
clustered by the field ‘Student’ so that each student
started to have only one data line and the grade of
each academic discipline started to be the average of
the acquired grades, where the historic representation
of the data ceased to exist. For example, the student
mentioned previously in the green rectangle of Figure
2, who has attended the course Differential and
Integral Calculation IV twice, and had averages 1.5
and 5.5 respectively, starts to have a single record
comprising the average 3 for this academic discipline.
This aggregation bears the exploitation of patterns that
reflect the profile of the students, because each student
is represented by a single line, which, on the other
hand, is considered an aspect to be analyzed by the K-
Means algorithm.
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Tests

As soon as the data were loaded on WEKA it was
possible to observe certain statistical measures related
to the data in the new aggregation. The set comprises
184 students, but the grades are mostly focused on the
academic disciplines taught in the beginning of the
course.

On WEKA’s Cluster tab, the Simple K-Means
algorithm has been selected, which offers the classic
implementation of the K-Means technique, with the
parameters preserved in their default value.

One of the parameters of the algorithm is the number
of clusters in which the data must be segmented. This
parameter, normally referenced as K, has been altered
between the values 2 and 10 with a view to find out
the number of clusters that best suits the data after the
analysis of the results acquired for each of the K
values.

When running the algorithm with the K value set to 2,
an enhanced performance of one of the groups could
be observed, which is shown as blue dots in Figure 3.

Notas (fora de escala)

Disciplinas em ordem crescente de semestre cluskerGpohipe ]

FIGURE 3. Part of the data is provided in its original format

Note that cluster O integrates most of the dots to the
right of the horizontal axis of Figure 3, where the
academic disciplines related to the end of the course
are located. It can also be observed that, as semesters
move forward, the students of both clusters show a
tendency to standardize their performances, which is
evidenced by the mixture of different colors at the end
of the horizontal axis.

When the K value is gradually increased, these
patterns are preserved and, beginning with K equals 5,
the groups start to present extra peculiarities.

During the analysis in search of 7 clusters, two
interesting points stood out, one regards the
difficulties, and the other, the aptitudes. The students
with difficulties, arranged in clusters 3 and 6, have
demonstrated it especially in Mathematics and
Programming, as shown in Figure 4.

Cluster

E Discipiin G w @, 3 5, 65 1 oo s Areas Temiticas
1 AMBIENTES OPERACIONAIS 183 71 1341 66 62 82 72 13 86 87 Programacio

1 CALCULO DIF E INTEGRALI 184 62 1157 60 48 70 54 13 75 74 Matemstica

1 ETICAECIDADANIAI 184 68 1274 68 64 74 65 10 £7 81 Tecnoligica

1 FISICA PARA COMPUTACAO | 106 5% 1553 58 47 61 58 §2 81 83 Eng, deSoftware

1 GEOMETRIA E VETORES 138 58 1200 60 42 66 48 &6 7.3 80 Proc. Grfico

1 INGLES INSTRUMENTAL 183 77 1237 B0 62 B85 80 &6 &7 75 Modelos e Sist. Comp.
1 INTROD ALGE PROGRAMACAD 151 g1 2,073 53 37 76 62 71 75 80 = e Compl.
2 ALGEBRA BOOLEANA E CRCUMTOS 58 53 2,001 52 50 55 45 55 £8 7.2

2 ALGEBRA LINEAR 181 60 1612 61 45 53 50 64 83 86

2 CALCULO DIF E INTEGRAL I 143 55 1575 56 40 65/ 45 63 68 73

2 ETICAECIDADANIA 128 72 1408 63 68 76 72 14 77 86

2 FISICA PARA COMPUTACAD I 45 56 1854 64 65 66 B2 66 7,6 88

2 LINGUA PORTUGUESA 124 71 1303 70 65 76 70 &7 7.3 83

2 PROBABILIDADE E ESTATISTICA 173 60 1624 53 45 62/ 44 68 80 77

2 TECNICAS DE DESENV DE ALGORITMOS 175 60 1501 53 52 63 51 71 86 84

3 ANALISE NUMERICA | 131 5% 1,393 58 55 57 45 53 63 76

3 CALCULO DIF E INTEGRAL Il 124 57 1379 56 54 65/ 41 53 68 77

3 DESENV CRIENTADO A DBJETOS 127 68 1261 66 67 78 55 68 7,3 85

3 ESTRUTURA DE DADOS 158 62 153 61 53 72 47 64 77 77

3 LINGUAGEM DE FROGRAMACAD | 158 g1 1628 57 57 74 45 &7 77 7.2

3 MATEMATICA DISCRETA 51 55 1710 53 52 58/ 43 56 72 7.2

3 ORGAN E ARQUIT DE COMPUTADORES %2 57 1553 56 58 53 43 57 63 7.2

4 ANALISE DE ALGORITMOS 57 55 1754 53 54 G55 48 57 67 7.0

4 ANALISE NUMERICA I 123 64 1228 61 63 63 55 68 70 715

4 CALCULO DIF E INTEGRAL IV 129 53 1,258 52 51 600&d 56 61 7.0

4 INTROD AENG DE SOFTWARE 141 g4 1155 63 60 63 55 &7 63 80

4 INTRODUCAO ACOMPUTACAO GRAFICA 53 g1 1845 60 58 61 55 63 7.0 &7

4 LINGUAGEM DE FROGRAMACAD I 123 5% 142 55 57 65 50 68 66 71

4 PROGRAMACAD MATEMATICA 45 58 2,011 57 58 53 51 53 G5 77
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FIGURE 4. Results acquired with the analysis of seven
clusters.

As to aptitude, it is possible to note, for instance, that
among groups 4, 2 and 1, interpreted as average
performance, the best performance in instrumental
English was acquired by clusters 4 and 2.

By replacing the distance function of the K-means
algorithm from Euclidian to Manhattan, using the
value 10 as parameter K, the results indicated
differences that were less uniform and whose
characteristics were more distinct among the clusters
(Figure 5). In the average group, cluster 3 shows an
outstanding difficulty in the academic discipline
Algorithms and Programming Basics, while the logs
of cluster 8, interpreted as having difficulties, show its
aptitude in dealing with the English language.
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< Discipiina Cluster
& 4(32) 7(10%) 3(18%) 2(11%) 2(5%) O[7N) 1(7) (B6) (238 5(1%)
1 AMBIENTES OPERACIONAIS 67 &5 6581 7o 82 sof ssflEs 75
1 CALCULD DIF EINTEGRALI s6 &6 ss|  es| a7 75 81 &3 81043
1 ETICAE CIDADANIAL 63 72 es| 77 op 65 35| &7 35 e
1 FISICAPARA COMPUTACAO | ss 53 ss  ss se 81 ss| 53 Ba 58
1 GEOMETRIAEVETORES s8 &2 s e0 s1 72 77| 55 80 56
1 INGLES INSTRUMENTAL 78 81 ss 82 83 90 e8| &4 88 80
1 INTROD ALGE PROGRAMACAQ s1  s2| 37 =3 as & 71 55 =1 se
2 ALGEBRA BOOLEANA ECIRCUITOS. 52 53 53 53 41 56 53 53 81 53
2 ALGEBRALINEAR 57 &1 ssl 7 a7 78 es| 550088 47
2 CALCULD DIF EINTEGRALI ss &1 ss|  es| 28 s5 70| 48 81 e
2 ETICAE CIDADANIAN 72 74 72l 8 72 72 o] 78 BB 80
2 FISCAPARA COMPUTACAD I 65 & 65 65 65 67 65 65 81 65
2 LINGUA PORTUGUESA 71 72 73 78 71 71 &7 74 89 s
2 PROBABILIDADE EESTATISTICA s8 55 ss| &8 a3 79 75| 55 85 55
2 TECNICAS DE DESENY DE ALGORITMOS 60 60 6ol 75 38 86 73| 51 88 &9
3 ANALIENUMERICA| sa 55 53| & 57 53 61 55 83 61
2 CALCULD DIF EINTEGRALII s7 55 57| &3 se &2 o] 55 B2 55
2 DESENY ORIENTADO AOBJETOS s &1 e 73 &3 &3 75 &1 82 50
2 ESTRUTURA DE DADOS &2 55 e 32 s5 76 3| 55 88 49
2 LINGUAGEM DE PROGRAMACAO | s 53 &1 75 53 75 75 3§ 80 57
2 MATEMATICA DISCRETA ss 55 ss| 55 a5 70 ss| 2o s2[ER
3 ORGAN E ARQUIT DE COMPUTADORES 57 s7 sl s7 se s2  s7| s7| B 37

Clusters Medianos

FIGURE 5. Results for the Manhattan distance from the
analysis of ten clusters.

The instances exported by the analysis of clusters with
Manhattan distance were used for classification, and
gained an extra attribute in which the cluster
associated to the instance is defined.

The instances that belong to clusters 4 and 7 were
grouped under the label Averagel, and cluster 3 was
renamed to Average2. Clusters 0, 1 and 2 became
WithAptitudel, WithAptitude2 and WithAptitude3.
Lastly, cluster 8 was once again labeled
WithDifficulty.

When running WEKA’s J48 algorithm, which is an
implementation of technique C4.5, the tree, which is
textually shown below, was built: This tree presents a
classification accuracy of 60%, however most of its
inaccuracy is found under the labels WithAptitude.

Instrumental English <= 6.8

| Ethics and Citizenship I <= 8.1

| | Differential and Integral Calculation. I <= 6.2

| || Instrumental English <= 6.3: AVARAGE2

| || Instrumental English > 6.3

| | | | Differential and Integral Calculation. I <= 5.8: AVARAGE1
| ||| Differential and Integral Calculation. > 5.8: AVARAGE2

| | Differential and Integral Calculation. 1> 6.2
| || Ethics and Citizenship I <= 6.6: AVARAGE?2

| || Ethics and Citizenship I = 6.6: WITHAPTITUDE2

| Ethics and Citizenship I > 8.1: AVARAGE1

Instrumental English > 6.8

| Differential and Integral Calculation. I <= 6.1

| | Operational Environments <= 8.7

| || Algorithms and Programming Basics <= 4.8: WITHDIFFICULTY

| | | Algorithms and Programming Basics > 4.8: AVERAGEI1

| | Operational Environments > 8.7

| || Ethics and Citizenship I <= 6.7

| | | | Differential and Integral Calculation. I <= 5.6: WITHDIFFICULTY
| | | | Differential and Integral Calculation. I > 5.6: AVARAGE1

| || Ethics and Citizenship I > 6.7: WITHDIFFICULTY3

| Differential and Integral Calculation. I > 6.1

| | Programming Language [ < 5: AVERAGEL

| | Programming Language [ >
| | | Probability and Statistics 6.9

| ||| Object-oriented Drawing <= 7.1

| |]]| Numerical Analysi 6.6: AVERAGE]

| 1]]| Numerical Analysi .6: WITHDIFFICULTYL

| ||| Object-oriented Drawing > 7.1: WITHDIFFICULTY3
| | | Probability and Statistics > 6.9

| ||| Linear Algebra <=8.7

| ||| Linear Algebra <=5.9: AVERAGEL

|

|

|

|

|

I

|| Linear Algebra > 5.9

||| Instrumental English <= 8.3

| || | Differential and Integral Calculation I <=7.5: WITHDIFFICULTY1
| | | | Differential and Integral Calculation I > 7.5: WITHDIFFICULTY2
|
I

Instrumental English = 8.3: WITHDIFFICULTY L
Linear Algebra > 8.7: WITHDIFFICULTY3

Although its performance was not quite satisfactory
for instances of the WithAptitude class, with 83%
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accuracy this tree has defined that Average?2 is under
the academic discipline “Instrumental English <= 6.8”
and “Ethics and Citizenship I <= 8.1”. Moreover, the
instances of the class WithDifficulty have been placed
in the academic discipline “Instrumental English >
6.8” and “Differential and Integral Calculation I <=
6.17.

Conclusion

This article highlights some data mining processes,
from data procurement to the use of WECA, and the
interpretation of patterns acquired through the use of
algorithms.The test allowed the observation of stages
such as the preparation of stored data and the
application of the classification technique. These
stages might be useful as a foundation for new tests
and improvements, allowing its application in other
courses and schools. The acquired results indicate the
feasibility of data mining in transcripts, stressing that
several patterns appear quantitatively during the day-
by-day of courses, allowing the application of
algorithms and the identification of trends, not always
so evident, regarding the characteristics of the students
and the courses. The method presented here might
function as a base to the strategic development of new
courses, if used as a tool to aid the learning process.
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