Trend Estimation of Blood Glucose L eve Fluctuations Based on Data Mining
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ABSTRACT

We have fabricated calorie-calculating softwaré tlaéculates and
records the total calorific food intake by choosengneal menu
selected using a computer mouse. The purposdsofdftware
was to simplify data collection throughout a peisoormal life,
even if they were inexperienced computer operatorEiree
portable commercial devices have also been preparétbod
glucose monitor, a metabolic rate monitor and aileaomputer,
and linked into the calorie-calculating softwareTime-course
changes of the blood glucose level, metabolicaatefood intake
were measured using these devices during a 3 numeribd.
Based on the data collected in this study we cprddlict blood
glucose levels of the next morning (FBG) by modglising data
mining. Although a large error rate was found goedicting the
absolute value, conditions could be found that awed the
accuracy of the predicting trends in blood gludesel fluctuations
by up to 90 %. However, in order to further imgrdkie accuracy
of estimation it was necessary to obtain furtheaileabout the
patients’ life style or to optimise the input valies that were
dependent on each patient rather than collectitey @&er longer

periods.

Keywords : Blood Glucose, Data Mining, Diabetic Patientpéo
Intake, Metabolic Rate, Estimation
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1. INTRODUCTION

Many diabetic patients collect their own blood arairy a
portable-type blood glucose monitor to examine rthabod
glucose levels daily (Self Monitoring of Blood Ghse, SMBG).
Patients using SMBG require not only a clinical ensthnding of
its use in order to maintain blood glucose levetkin a normal
range (glycemic control), but also an educatiomalenstanding to
realise the importance of diet and exercise. Aifiothe above
two requirements can be controlled by the patiéritsnot easy for
them to estimate their future carbohydrate metsioli
conditions[1]-[4]. Because of this, glycemic cohtultimately
depends on the judgment of medical specialists.

By efficiently utilizing in-vivo data, such as blood glucose
levels collected over a long period of time, théhats have been
studying the possibility of predicting blood gluedgvels using a
data mining method. This method involves exployatdata
analysis to establish a technology which can supglgcemic
control[5]. In a previous study, we reported fhatas difficult to
predict absolute blood glucose levels from nonioapus data, for
example samples collected over a period of fourth®obut taken
only once or twice a day[6].

In this present research, we have fabricated eatafculating
software that calculates and records the totatiial@ood intake
by choosing a meal menu selected using a computesen The

purpose of this software is to simplify data cdlt@t throughout a
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person’s normal life, even if they are inexperieh@mputer
operators. Three portable commercial devices s been
prepared a blood glucose monitor, a metabolic mairitor and a
mobile-computer, and linked into the calorie-calting software.
Time-course changes of the blood glucose levehlmoét rate and
food intake were measured using these devicesgdari month
period. Finally, based on the three data setseaell, we
discussed the trends in blood glucose level tauaion, namely
the increasing and decreasing tendencies obseroed data

mining.

2. MATERIALSAND METHODS

The subjects were four ambulatory diabetic patiémis male

and two female, aged between 19 and 42 years old) w

continuously measure their SMBG (Tablel). The boadgss
indexes were 25.2, 17.5, 22.4, and 20.3 ﬁgtmsubject a, b, c,
and d respectively. The daily insulin doses ofdhigiects were 46,
25, 30, and 50 Units respectively. The insulinedess divided
into four times, such as before breakfast, befareH, before
supper and pre-sleep time. The ratio of the insdbse was
different in the every individual. The aim of tegperiment was
explained to the subjects and consent was obtagiber
confirmation that they fully understood the expeirn

The fasting blood glucose level (FBG, mg/dL) wasasueed
using a portable blood glucose monitor (ARKRAY,.Jilapan, 459,
W51.0xL87.8xH14.5mm) (Fig.1). The subjects wetached to

a portable metabolic rate monitor (Suzuken Co.,, LXapan, 40g,

W62.5xL46.5xH26mm) in the Ilumbar region to enable

measurement of their metabolic rate (calorie, ralgvery two

minutes.

Calorie-calculating software was fabricated for the

measurement of food intake. The food intake wasnaatically
calculated by using a mouse operation to selectal mnd its
quantity from images of multiple meals displayedtba screen.
245 different menus were located into the softwark. was
classified into four sections of staple food (3®gin dish (83),
sub-dish (85), and fruit and favorite food (39).heTcalorie of
these menus was mainly decided by the Standar@sTalblFood

Composition in Japan (Fifth revised edition). Ahite personal

computer (Casio Computer Co., Ltd, Japan, 990g,

W197xL223xH21.2mm) was used to install the softveare was

loaned to the subjects. Patients were trainedpatithe data
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Tablel Clinical backgrounds of the three diabetekiturs.

Type of Body mass
Subject Age diabetes index .
mellitus  (kg/n?) (Units)

Breakfast:20
Dinner:26

Insulin dose

a 41 Type 2 252

Breakfast:R6
Lunch:R4
Dinner:R4
Pre-sleep:N11

b 19 Type 1 17.5

Breakfast:L8
Lunch:L6
Dinner:L8
Pre-sleep:N8

c 30 Type 1 22.4

Breakfast:L8
Lunch:L12
Dinner:L4
Pre-sleep:N26

d 42 Type 1 20.3

male: a, ¢, female: b, d
L:lyspro-insulin, R:regular insulin, N:neutral paptine hagedorn
(NPH) insulin

|

Metabolic rate monitor

Blood glucose monitor

Food intake monitor (PC)

Fig.1 The data collection of blood glucose lex@tabolic rate,
and food intake using three portable monitors (P&rsonal
computer).

themselves.

Using these portable devices, the FBEE{, mg/dL), total
metabolic rate@,,; cal), and food intake (cal) of the subjects were
measured every day for 3 months. The total metakaik Qo)
was calculated according to the equation from hasi@bolic rate
(B, cal), quantity of motionE,, cal) and quantity of micro-motion
(Eq, cal).

Qout=1.1 By +Ex + Ey) (cal) @)
Moreover total food intak€),, (cal), breakfast food intak®,, n

(cal), and supper food intakg, 4 (cal) were used as the food

intake variables.
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Fig.3 Time-course changes of the total metabalie €., and
the total food intake;,) of the 4subjects.

Fig.2 Time-course changes of the fasting bloodasla levels
(FBG)of the 4 subjects (Lmmol/L =18mg/dL).

With regard to the analytical method, the data mgimhethod generally used in the field of economics. Ratlieris a

used in this study is not qualitative data minisgch as when a guantitative data mining method such as those @s&dowledge

new variable (input variable) is found from thealand that is of a cause and result relationship where an estidnatodel is
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Fig.4 Correlation between correspondence gatef sign and
size of model data.

created and which are commonly used in the indlifigld.
In this quantitative data mining method, after éstimated

objective has been set (output variable of the M)pdariables
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Fig.5 Correlation between estimation errgrand size of model
data.

(candidates for input variable) are selected frasidoknowledge
and a suitable variable is determined, taking tHlaydtime into

consideration. Through such a process an inpptibutodel will
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be created. In other words, it can be considéradhty using the

data mining analytical information, an inverse feab is solved

based on a fundamental cause-result relationship.short, if
solving a forward problem is defined as findingeauit (output)
from a cause (input), it could be considered tbhirgy an inverse

problem would be finding a cause (input) from ailltgutput). I

we use an analytical method that automaticallytesea model

from the given data, it would be difficult to evala the results
obtained (model). Therefore, we created a modilvarified its
appropriateness by taking the following steps (Tagioal

Case-Based Modeling, TCBM, Yamatake Co., Japan) [Ifhe

output from the model was set as the FBG of the every next

morning, and preparation and verification of thedelowas
conducted using the following procedure:

1. Determination of the input variables; the ingatiables were
the SMBG BG,y, the total metabolic rat€)), and the three
food intake Qin, Qnim Qnig). During the model period if a
value was missing the mean value was used for etipl

2. Extension of the input variables; using a Timedalp Analysis
method the delayed data of the FBG, total metabate and
food intake were generated to add to the functios.a result
the biorhythm was also investigated.

3. Narrowing down the input variables; using botepwise
method and cluster analysis. From this analyssabtimal
combination of input variables was automaticallyed®ined.
The input variables for modeling were set such thatFBG,
total metabolic rate and food intake were alwaghioled. By
trial and error we reduced the number of variatiésor less in
the manual operation.

4. Modeling and verification; modeling was done ngsithe

narrowed down variables and the FBG was predicted.

Comparing the predicted values with the data obthin the

verification period the model was verified.
The verification period, which remained unchangeds the last
week of the time series data. The model periotedanver a
range from two to eight weeks following the vegfion data.

Correspondence ratg)(and error in the estimatior)(were
used as indexes to evaluate the estimation accfmattye trend in
blood glucose level to fluctuations. The agreenrativ of the
sign between measured values and the estimate@svalas
defined ap. The sign was obtained from the difference batwee
measured FBG and estimated FBG for the next day.th®©other

hand,c was the mean value of largest error everyday dutie
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verification period.
3.RESULTS

The mean values of the FBG were 219.5, 184.9, 18d4
119.8 mg/dL for subject a, b, c, and d respectivelffhe
differences in maximum valueBG,  ms) and minimum value
(BGmmin) Of FBG were 262, 263, 244, and 254 mg/dL for ectx,

b, ¢, and d respectively. Large difference coualdh® observed in
these results between the subjects (Fig.2).

The mean values of the total metabolic r&g were 2132,
1715, 2261 and 1680 kcal for subject a, b, c, anesgectively.
On the other hand, the mean values of the total fiolmke Q)
were 2189, 1500, 2038 and 1322 kcal respectivélye total food
intakes were about 10% lower than the total meitabate, except
for subject a (Fig.3). The change of weight betwbefore and
after the measurement were 3.8% increase, 4.3%ader1.4%
increase and no change for subject a, b, c, aaspectively.

No improvement was found in the relationship betwee
correspondence ratp, and model period for data collected over
longer periods (Fig.4). When the input variableéhef food intake
was intentionally changed a favorable corresporeleate was
found for subject “a” when the total food intakesag@osen. On
the other hand, for subject “c” a favorable coroesfence rate was
observed when the supper food intake was chosen.
Correspondence rates of up to 90 % were obtaitxdugh the
correlation varied for each subject.

The error in estimation decreased as the modebderi
increased (Fig.5). After the 8th week of the mopletiod the
errors were 8.9, 26.1, 13.5 and 22.2 % for sulgedt, c, and d
respectively. The error in the estimation was frethelent of food

intake.

4. DISCUSSION

Since no significant changes were observed in the
time-course change of the blood glucose levelthifour subjects,
it was considered that their glycemic control wasllHvalanced.
In the other, the total food intake decreased ab@W compared
with the total metabolic rate in three of the satgealthough the
change of the weight were under 4 % in all of tiigexts, namely,
the energy balance did not agree perfectly. Itthvasght that the
main variable of it was a lack of the input operatabout the food
intake depends on the subject. The main reasoy tise data

mining method was to find out regularities with damrrelation
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between the metabolic rate, the food intake andidbffucose level,
and to obtain these absolute value was not theoperpf it. That
is, it was considered that the difference in th&abwic rate and the
food intake would not become an essential deféghe of the
feature of this research was to collect all the dach as the FBG,
the metabolic rate and the food intake from diabgditients only
using the portable devices, since the researchieb wéport these
in vivo information of diabetic patients throughout selvamanths
were not so many yet.

To estimate the trend in blood glucose level flatituns we
analyzed the correspondence rate. The result leevehat
increasing the data acquisition period had no efiacdmproving
the correspondence rate. Furthermore, the inpiatbles for food
intake that would lead to a better correspondeaigevaried from
subject to subject, which indicated that the foatdkie habits of
each subject were different. In other words, theuscy of
estimating the fluctuations in blood glucose levelies on
recognising the subject’s life style or choosing éippropriate input
variables rather than increasing the data aceuigieriod.

Although the error in estimation showed better Iteswith
the longer model period, it was distributed ovearsge from 8 to
26 %. This range was considered too large to awinthe
absolute value.

Furthermore, the subjects sometimes had no méaigmt to
measure their blood glucose level, all of whictdget a missed
value. For TCBM, since the collection of continsaiata over
time proved indispensable for modeling, it had bez@pparent

that another method for obtaining the missing \&alas required.

5.CONCLUSION

In this report we presented three typesnefivo data, blood
glucose level, metabolic rate and food intake. Memaments of
such data required development of a portable atiehpaperated
device. Only then data could be continuously ctéié over a
period of time.

Based on the data recorded in this study we coddig
blood glucose levels the next morning (FBG) by gislata mining
modeling. Although a large error rate was foundpfedicting the
absolute value, conditions could be found that awed the
accuracy of the predicting trends in blood gludesel fluctuations
by 90%. However, in order to further improve theuaacy of the

trend estimation it is necessary to obtain moraildetbout the

SYSTEMICS, CYBERNETICS AND INFORMATICS

patient’s life style and to optimise the input ahtes rather than
collecting data over longer time periods.

Now after, it seem to be important not only to ioye the
prediction accuracy of the blood glucose leveldso to find out
any regularity by data mining which are useful ftve
improvement of the quality of life of the diabgtiatients.

A part of this research was supported by the grahf001
from Japan health promotion & fithess foundation Japan

(Research coordinator: Masaki Yamaguchi).
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