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ABSTRACT 1 

 

The use of a multisensor system, composed of a set of 

heterogeneous sensors and other devices has already been 

demonstrated to improve sensibly the recognition 

capability, through the exploitation of its spatial/capability 

diversity, given by the presence of multiple devices and 

coordinated processes which perform threat 

detection/recognition. In this paper, we evaluate the 

performance of a multidisciplinary system, which uses a 

combination of a multisensory classification algorithm and 

a multidisciplinary fusion rule. This fusion rule combines 

the decisions coming from different channels with the 

reasoning process of a machine learning/human in the loop 

agent. The multidisciplinary fusion rule takes into account 

the different channel decisions, taken by different sensors 

and/or devices, and the intelligence provided by the 

machine learning/ human in the loop channel.  The purpose 

of this channel is to highlight the channels which, inside 

the machine learning process and through the interaction 

with the human in the loop agent, show better performance 

in terms of recognition capabilities in the specific scenario. 

The performance evaluation of the multidisciplinary threat 

recognition system is carried out by considering different 

case studies. The evaluation demonstrates that a 

multidisciplinary system can classify different threats, by 

using a set of methods and algorithms, with a high 

probability of correct classification. 
 

Keywords: homeland protection, threat recognition, 

machine learning, human in the loop agent, data fusion. 
 

1. INTRODUCTION 

 

 A straightforward way to characterize a threat is through 

the use of a multidimensional threat profile, which 

describes a threat type and, for each type of threat, a 

number of specific parameters typical of that type of threat. 

The use of a multistatic system can exploit the spatial/ 

capability diversity given by the use of multiple/ 

heterogeneous channels. In this work we propose the use 

of threat profiles as fingerprints for identification 

purposes. The threat recognition is provided by the 

channels of the system by performing a correlation 

between the detected profile and a predefined profile data 

base and is expressed by means of a Confusion Matrix. 

The Confusion Matrix describes the probabilities 

associated to the correlation  of a new detected profile with 

each profile contained in the data base. After the above 

correlation is performed by each channel of the network 

and the subsequent partial recognition results are provided 

by different channels, the Data Fusion Engine performs the 

final choice. The flow diagram of the complete process is 

reported in Fig.1. 

 

 

 

 
Fig. 1: Flow diagram of the Multidisciplinary Threat 

Recognition Process. 

The Data Fusion Engine (Fig. 2) is composed of two main 

blocks, namely the Multidisciplinary Data Fusion block, 

which merges the partial recognitions produced by 

different channels, and the Machine Learning/ Human in 

the Loop block, which provides the algorithms used to 

merge the above recognition results. The algorithms are 

balanced dynamically by using the data provided by the 

Machine Learning process and by the interaction with the 

Human in the Loop agent. The performance of the 

complete process is enhanced with respect to a traditional 

one based only on a-priori recognition capability, as it 

combines the results coming from the different channels 

with the results produced by Machine Learning and 

Human in the Loop. 

 

Fig. 2: Flow diagram of the Data Fusion Engine. 

1 I would like to thank Prof. Alessandro Trifiletti, University Sapienza, 

Rome, Italy, for his support in peer-editing this article. 
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2. MULTIDISCIPLINARY CLASSIFICATION  

 

The multidisciplinary classification uses a combination of 

multistatic classification algorithm and  multidisciplinary 

fusion rule. The multistatic classification employs a 

likelihood-based algorithm, focused on the evaluation of 

the correlation of the received threat profile with the threat 

signatures stored in the database. A normalized version of 

this correlation function is an approximation of the 

likelihood function and is the input of a mixed recognition/ 

data fusion process based on a confusion matrix approach. 

After the threat estimation is made by each channel of the 

network, the recognition process delivers the results to the 

data fusion engine, which transforms the above 

estimations into a confusion matrix. In particular, the data 

fusion process combines the elements of the confusion 

matrix with the data coming from the Machine Learning/ 

Human in the Loop block and makes the final choice. Each 

step of the multidisciplinary classification approach is 

described in the following sections (Threat Profile, Threat 

Correlation, Threat Recognition and Data Fusion). The 

performance evaluation section is focused on three case 

studies (drone swarm, helicopter and clutter). The final 

two sections contain the conclusions and the references. 

 

 

3. THREAT PROFILE  

 

In order to characterize different threats, the threat profile 

can be thought as a vector of N elements, which 

corresponds to the image of the threat. It includes all the 

information necessary to distinguish one threat from 

another. In particular, it describes the threat type (e.g. 

single intruder, swarm of intruders, cyber threat, etc.) and 

all the parameters associated to a specific threat, according 

to  its class (e.g. terrestrial threat, maritime threat, airborne 

threat, composite threat, cyber threat, etc.).  

The sensor/ device which detects a threat must be able to 

measure/ estimate its characteristics, in order to match 

these characteristics with those contained in the data base. 

The correlation of the features of the discovered threat 

with the fingerprints of a number of threats contained in 

the data base is the first step of the classification process. 

This process is not deterministic. There are different types 

of errors that can influence the correct correlation. First of 

all, there is an intrinsic limitation in the definition of the 

profiles contained in the data base. Then, when comparing 

the detected object with the data base, different sources of 

noise can alter some characteristics of an object, thus 

introducing some errors in the estimation of the threat. In 

order to minimize the possibility of misinterpreting the 

threat features, the use of a multistatic system is essential, 

as the final decision comes from a collective reasoning, not 

from a single agent. 

 

 

 

4. THREAT CORRELATION  

 

As showed in Fig. 1, the received profile is compared with 

the profiles of all the known threats stored in the database. 

As mentioned, the dataset contains, for each threat, a set of 

recorded features, which characterize the specific threat.  

The correlation is a scalar product given by (1). 
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where r(n) and gi,(n) are the functions representative of the 

received profile (composed of n elements) and of the 

different stored profiles contained in the data base 

(i=1,2,…,Na). The formula used for the correlation is the 

classical cross-convolution of the two profile functions. 

The value of Cd can be viewed as a likelihood function, 

that is an approximation of the probability of the received 

threat profile, given the threat belongs to a specific threat 

type. Schwartz's inequality insures that 0≤ Cd ≤1 and C=1

 r(n)=α·gi,(n), thus the correlation product is always 

between 0 and 1 and is a direct measure of the resemblance 

between two profiles.  

The correlation formula is applied to all the stored Na 

profiles contained in the data base. As a consequence, the 

output of the correlation process, for each channel, is a 

vector containing the probabilities Pr{r(n)| th=ai} for 

i=1,2,…,Na , where Pr is the probability of the received 

profile, given the threat  belongs to each threat profile ai 

stored in the data base, where Na is the total  number of 

stored profiles. The output of all channels is a matrix 

(correlation matrix), with Na rows and Nc columns, whose 

generic element is the probability that a threat profile 

belongs to the ai class (i=1, Na) with respect to the nj 

channel (j=1, Nc). 

 

5. THREAT RECOGNITION  

 

Threat recognition is based on the probability of a 

determined threat type Pr{th=ai|r} when the received 

profile is r, which, applying Bayes’ rule, is given by (2). 

 

 

 

    𝑃𝑟{𝑡ℎ = 𝑎𝑖|𝑟} =
𝑃𝑟{𝑟|𝑡ℎ=𝑎𝑖} 𝑃𝑟{𝑡ℎ=𝑎𝑖}

∑ 𝑃𝑟{𝑟|𝑡ℎ=𝑎𝑗} 𝑃𝑟{𝑡ℎ=𝑎𝑗}
𝑁𝑎
𝑗=1

        (2) 

 

 

The probability Pr{th=ai|r} is the output of the recognition 

block in Fig. 1 for each channel. More precisely, each 

channel calculates a Na dimensional vector, whose i-th 

entry is the probability that the detected threat belongs to 

class i. This vector, referred as the recognition vector, 
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channel to identify the threat on the result of matching the 

identified threat profile with the set of reference profiles 

stored in the database. The recognition vector is not a 

deterministic result, but is still a likelihood function, which 

have to be further correlated with the corresponding 

functions of the other channels and processed by the 

machine learning/ human in the loop agent in the data 

fusion engine. The recognition vectors of all channels can 

be grouped together, to form a matrix (recognition matrix), 

whose rows refer to threat classes and columns are 

constituted by channels. Each element of this matrix 

corresponds to the probability that a specific channel 

indicates the threat as belonging to a determined threat 

class. 

The described algorithm matches all the received threat 

profiles with the same recorded threat profiles and, during 

the selection/ fusion process, the channels with the best 

functionalities are highlighted. This solution is scalable 

and can be used for different types of recognition 

processes.  

 

6. DATA FUSION  

 

The fusion of data coming from the different channels is 

performed by using a classification process which uses the 

Confusion Matrix (CM) as a basic tool.  

The generic entry of the CM is the probability that a threat 

belonging to the class i is classified as belonging to class 

j. Thus, each row of the CM represents the class of the 

threat and the j-th column of the CM contains the class 

likelihood functions for each threat class. The diagonal 

elements of the CM are the conditional correct 

classification probabilities, while the off-diagonal 

elements are the conditional error probabilities.  

The  main task of the fusion process is to use the CM tool 

in order to maximize the correct classification probability, 

i.e. to highlight the diagonal elements of the CM and to 

lower the off-diagonal elements as much as possible. This 

task is accomplished through a suitable weighting of the 

estimations coming from different channels. In particular, 

the role of machine learning and human in the loop is to 

rely on two important factors, namely the past recognition 

history and the threat scenario. The past recognition 

history is included in the data fusion process by the use of 

machine learning, which selects and highlights those 

channels with the most favourable capabilities according 

to the specific scenario. In addition, the human in the loop 

agent contributes not only to condition and control the 

machine learning process, but also as a decision support in 

different situations, such as dynamic changes in the 

scenario and/or anomalous conditions. 

 

 

 

 

 

 

We simulated three case studies. In the first one, the threat 

consists of a drone swarm. For sake of simplicity, the 

alternatives that the system can choose have been limited 

to three different classes of threats, namely 1) drone swarm 

(𝑎1), 2) helicopter (𝑎2) and 3) no threat, i.e. clutter (𝑎3). 

In the first simulated case, the system attributes different 

a-priori probabilities to each possible threat (on the basis 

of previous threat history), namely 𝑃𝑟{𝑡ℎ = 𝑎1}=60%, 

𝑃𝑟{𝑡ℎ = 𝑎2}=20% and 𝑃𝑟{𝑡ℎ = 𝑎3}=20%. The 

multistatic sensor system was assumed to have three 

different channels, based on different sensors, namely  

channel 1 based on a wideband radar (𝑛1), channel 2 based 

on an optical sensor (𝑛2) and channel 3 based on a 

narrowband radar (𝑛3), plus an additional channel with  

machine learning/ human in the loop agent. The correct 

classification probability is a function of time, due to the 

adaptive nature of the process. With reference to the 

specific case study, we can observe that, when we run the 

CM simulation vs. time, the probability 𝑃𝑟{𝑡ℎ = 𝑎1} tends 

to increase, as long as time grows. In general, the 

collection of a number of time lags can increase or 

decrease the probability of correct classification, with 

respect to the first observation, depending on the reliability 

of the first observation, due to the intrinsic learning 

capability of the recognition/ data fusion process. The 

graphic of the probability of the simulated correct 

classification vs. time for the considered case study is 

reported in Fig. 6. 

 

  

 Fig. 6. Probability of correct classification vs. 𝐭𝐢𝐦𝐞 , Case Study 1, 

with multidisciplinary data fusion (upper diagram) and automated 

recognition (lower diagram) . 

 

We simulated a second scenario, with a threat consisting 

of a helicopter. The alternatives were still the above three 

different classes of possible threats, namely drone swarm 

(𝑎1), helicopter (𝑎2) and no threat, i.e. clutter (𝑎3). For this 

case, we assumed different a-priori probabilities for each 

possible threat, namely 𝑃𝑟{𝑡ℎ = 𝑎1}=10%, 𝑃𝑟{𝑡ℎ =
𝑎2}=70% and 𝑃𝑟{𝑡ℎ = 𝑎3}=20%. The multistatic sensor 

system was constituted of the same channels as the 

previous case study. The probability of the simulated 

correct classification vs. time for case study 2 (Fig. 7) 

7. PERFORMANCE EVALUATION depends on the capability of the sensor of a specific  

ISSN: 1690-4524                              SYSTEMICS, CYBERNETICS AND INFORMATICS        VOLUME 19 - NUMBER 6 - YEAR 2021                             59



resulted similar to the previous case, i.e. multidisciplinary 

data fusion outperforming automated recognition and 

growing towards 100% as long as time grows. 

 

   

 Fig. 7. Probability of correct classification vs. time, Case Study 2, with 

multidisciplinary data fusion (upper diagram) and automated 

recognition (lower diagram). 

 

In the last scenario, we simulated no real threat but only 

presence of clutter. The possible alternatives for 

recognition were the same classes as before. According to 

the scenario, the system attributed the following a-priori 

probabilities: 𝑃𝑟{𝑡ℎ = 𝑎1}=20%, 𝑃𝑟{𝑡ℎ = 𝑎2}=30% and 

𝑃𝑟{𝑡ℎ = 𝑎3}=50%. The multistatic sensor system was 

constituted of the same channels as in the previous cases. 

The probability of the simulated correct classification vs. 

time for case study 3 (Fig.8) resulted similar to the 

previous case studies and demonstrates that the 

multidisciplinary recognition algorithm always 

outperforms automated recognition. 

 

 

 Fig. 8. Probability of correct classification vs time, Case Study 3, with 

multidisciplinary data fusion (upper diagram) and automated 

recognition (lower diagram). 

 

 

   We evaluated a multidisciplinary threat recognition 

system, based upon a combination of a multisensor  

classification algorithm and a multidisciplinary data fusion 

rule. The basic concept of the fusion rule is to combine the 

decisions coming from different channels with the 

reasoning process of a machine learning/human in the loop 

agent. The multidisciplinary data fusion rule merges the 

different channel decisions, taken by different sensors 

and/or devices, with the intelligence data provided by the 

machine learning/ human in the loop channel.  The purpose 

of the multidisciplinary data fusion rule is to highlight the 

channels which, inside the machine learning process and 

through the interaction with the human in the loop agent, 

show better performance in terms of recognition 

capabilities in the specific scenario. The performance 

evaluation was carried out by considering three different 

case studies. We demonstrated that a multidisciplinary 

threat recognition system always outperforms a traditional 

system, based on a completely automated recognition, in 

terms of  higher probability of correct classification. 
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