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ABSTRACT!

Starting from a multidisciplinary approach, we want
to investigate the kind of impact of high technologies
used in neuroscience on humans to analyse the effects
on data privacy and protection domain. It is still a
field under a due course of deepening, and probably
there are few scientific pieces of evidence, but it cer-
tainly is one of the most relevant challenges of our
times although some people think this is a topic of
the future. Neuroscience, data protection and privacy
are current aspects, and we should deal with them
now to avoid unrecoverable consequences or distorted
findings. What will be the destiny of privacy and
data protection in the neuroscience domain? Our ap-
proach is not technical, and thus we will not describe
or propose specific technical solutions. Still, our goal
is to warn about the possible effects on data protec-
tion and privacy, essentially on human dignity, hoping
scientists would consider the principles laid down by
the current laws and Ethics. Indeed, here comes into
play also another fundamental aspect which is exactly
Ethics. There is some very innovative research on the
human brain in the neuroscience field, where scientists
decided to use high-technologies and artificial intelli-
gence to investigate and deepen the effects on human
behaviour. We are facing a challenge, and we already
heard about "neuroprivacy". This new term entails
examining another privacy sector to deal with, and
it led us to create a neologism which we defined as
"neuroprivacy rights". Hence, there is needing to in-
vestigate all the legal effects on data protection and
privacy derived from applied technologies in the neu-
roscience field to clarify whether we have a new cat-
egory of rights. We think it is crucial to apply the
Data Protection and Privacy Relationships Model (its
acronym is DAPPREMO) in this deepening path .

1The author acknowledges that this final version of the paper
has been reviewed by the peer-editor.
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1. ARTIFICIAL INTELLIGENCE AND
EUROPE: AN OVERVIEW

In Europe, Artificial Intelligence’s topic concerning
data protection and privacy started sparking interest
at an institutional level from 2016. In fact, at the
38th International Conference of Data Protection and
Privacy Commissioners (ICDPPC, now Global Pri-
vacy Assembly - GPA) issued a "Room document"
by the European Data Protection Supervisor - EDPS
entitled " Artificial Intelligence, Robotics, Privacy and
Data Protection" [1].

Successively, the European Group on Ethics in Sci-
ence and New Technologies of the European Commis-
sion on 9 March 2018 issued the "Statement on Ar-
tificial Intelligence, Robotics and ‘Autonomous’ Sys-
tems" [2].

On 25 April 2018, the European Commission issued
the "Communication from the Commission to the Eu-
ropean Parliament, the Furopean Council, the Coun-
cil, the European Economic and Social Committee and
the Committee of the Regions - Artificial Intelligence
for Europe - COM(2018) 237 final" [3]. At a later
time, in June 2018, the European Commission ap-
pointed 52 independent experts to the High-level Ex-
pert Group on Artificial Intelligence to address Al

The 40th International Conference of Data Pro-
tection and Privacy Commissioners (ICDPPC, now
Global Privacy Assembly - GPA), held in Brussels,
22-26 October 2018, issued a document titled " Dec-
laration on Ethics and Data Protection in Artificial
Intelligence" [4].

Later, on 18 December 2018 the European Com-
mission’s High-Level Expert Group on Artificial In-
telligence (AI HLEG) published (in the first version,
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then updated on 8 April 2019) the document entitled
"Draft Ethics Guidelines for trustworthy AI" [5].

Therefore, from 2019 some European Institutions
started publishing documents on Artificial Intelli-
gence. Thus, institutional production gradually in-
tensified in 2020, demonstrating both what kind of
interest in that important topic and the European In-
stitutions’ attention.

On 25 January 2019, the Council of Europe pub-
lished the Guidelines on artificial intelligence and data
protection adopted by the Committee of the Conven-
tion for the Protection of Individuals with regards to
Processing of Personal Data (Convention 108) [6].

On 8 April 2019, the European Commission High-
Level Expert Group on AI (AI HLEG) presented
"Ethics Guidelines for Trustworthy Artificial Intelli-
gence" [7].

In June 2019, The European Union Agency for Fun-
damental Rights (FRA) published the document en-
titled "Data quality and artificial intelligence — mit-
igating bias and error to protect fundamental rights"
8]

In February 2020 the European Commission pub-
lished the " White paper on Artificial Intelligence: a
European 2020 approach to excellence and trust" [9].

In April 2020 the Council of Europe published the
" Recommendation CM/Rec(2020)1 of the Committee
of Ministers to member States on the human rights
impacts of algorithmic systems" [10].

In June 2020 the European Parliament published
the "Study on Opportunities of Artificial Intelligence"
[11] and the European Data Protection Supervisor
(EDPS) the "Opinion on the European Commission’s
White paper on Artificial Intelligence - A European
approach to excellence and trust" [12].

In July 2020 the European Parliament published the
document entitled " Artificial Intelligence and Civil Li-
ability" [13], while the European Commission High-
Level Expert Group on Artificial Intelligence (AI
HLEG) published the document entitled "Assessment
List for Trustworthy Artificial Intelligence (ALTAI)
for self-assessment" [14].

In September 2020 the European Parliament pub-
lished the document entitled " Civil liability regime for
artificial intelligence - Furopean added value assess-
ment" [15].

On 20 October 2020, the European Parliament pub-
lished the document entitled " Framework of ethical
aspects of artificial intelligence, robotics and related
technologies" [16].

On 14 December 2020 the European Union Agency
for Fundamental Rights (FRA) published the report
entitled "Getting the future right — Artificial intelli-
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gence and fundamental rights" [17].

On 15 December 2020 the European Union Agency
for Cybersecurity (ENISA) published the report enti-
tled " Artificial Intelligence Cybersecurity Challenges"
[18].

The aforementioned detailed list demonstrates and
confirms how increased the interest in Artificial Intel-
ligence’s topic. Actually, that interest does not mean
only particular attention to Artificial Intelligence, but
it fundamentally shows how Europe, by its European
Institutions, expresses sovereignty on this topic. Eu-
rope knows and realizes that Al is a crucial topic and
a challenge.

Indeed, from our view, apart from some Artifi-
cial Intelligence criticality aspects such as biases, the
strong position of European Institutions has the aim
of controlling the matter.

On 21 April 2021 the European Commission pro-
posed "new rules and actions aiming to turn Europe
into the global hub for trustworthy Artificial Intelli-
gence (AI)" [19]. Indeed, the European Commission
published the " Proposal for a Regulation of the
European Parliament and of the Council laying
down harmonised rules on Artificial Intelli-
gence (Artificial Intelligence Act) and amend-
ing certain Union legislative Acts" and the An-
nexes [20].

Before the mentioned proposal, it was a challenge
to define Artificial Intelligence. Indeed, from all over
the world, there was difficulty in defining Artificial
Intelligence. Now the proposal lays down a defini-
tion of "artificial intelligent system (AI system)"
as follows: "software that is developed with one or
more of the techniques and approaches listed in An-
nex I and can, for a given set of human-defined objec-
tives, generate outputs such as content, predictions,
recommendations, or decisions influencing the envi-
ronments they interact with".

Currently, the quoted definition is the first one to
being laid down by law.

On this point, we mention what authoritative au-
thors (Stuart Russel and Peter Norvig [21] in the book
entitled "Artificial Intelligence. A Modern Approach -
Fourth Edition") stated about the tentative of finding
an Artificial definition: “ Historically, researchers have
pursued several different versions of AI. Some have
defined intelligence in terms fidelity to human perfor-
mance, while others prefer an abstract, formal defini-
tion of intelligence called rationality—loosely speaking,
doing the ‘right thing’. The subject maYer itself also
varies: some consider intelligence to be a property of
internal thought processes and reasoning, while others
focus on intelligent behavior, an external characteriza-
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tion. From these two dimensions — human vs. rational
and thought vs behavior — there are four possible com-
binations, and there have been adherents and research
programs for all four.”.

Undoubtedly, the definition of an AI system as
"software that is developed with one or more of the
techniques and approaches" reveals how this is the re-
sults of very general research. It seems a highly vague
definition.

What does it specifically mean "software developed
with one or more of the techniques and approaches"?
In our opinion, the definition seems too vague to define
both Artificial Intelligence and an Al system.

Furthermore, the mentioned proposal on Al is based
on the classification of Al systems as high-risk.

Before the final version, we hope that the legislator
amends the proposal by providing a definition more
adherent to the current status of the art considering
adopting a scientific approach.

2. ARTIFICIAL INTELLIGENCE AND
THE VOICE OF THE GLOBAL
PRIVACY ASSEMBLY (GPA)

The Global Privacy Assembly, former International
Conference of Data Protection and Privacy Commis-
sioners (ICDPPC), "has been the premier global fo-
rum for data protection and privacy authorities for
more than four decades.".

The GPA, recognizing Artificial Intelligence as a
relevant topic, dealt with it issuing some documents
and resolutions. Indeed, Artificial Intelligence has also
been the main topic of the "Resolution on Account-
ability in the Development and Use of Artificial Intel-
ligence" adopted in October 2020 by the 42nd Global
Privacy Assembly (GPA) 2020 — At your desk.

The GPA adopted two resolutions and specifically
“Resolution on Accountability in the Development and
Use of Artificial Intelligence” [22] and “ Resolution on
facial recognition technology” [23].

In the first part of the “Resolution on account-
ability in the development and use of artificial
intelligence” we read some statements, among which
we highlight the following ones:

“Affirming that the responsibility for the operation
and effects of Al systems remains with human actors”;

“Emphasising that the principle of accountability
encompasses accountability to the people affected by
the decisions made by or with Al systems, as well as
to supervisory authorities and, where appropriate, to
other third parties, and that beyond the compliance el-
ement, accountability should also be demonstrated in
order to build trust with the stakeholders”;
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“Recognising that Al systems may affect human
rights in different ways, the application of specific obli-
gations should take into account the risks for human
rights as well as the importance of the principle of hu-
man accountability.”.

In the second part, the GPA takes a position and
resolves to declare five points of which we report the
first two:

“1. wrge organisations that develop or use Al sys-
tems to consider implementing twelve accountability
measures there precisely listed among which the first
one is "Assess the potential impact to human rights
(including data protection and privacy rights) before
the development and/or use of AL 2. wrge organi-
sations that develop or use Al systems to implement
accountability measures which are appropriate regard-
ing the risks of interference with human rights.”.

From the parts of the resolution we quoted, it
emerges, specific attention to human rights that must
never be compromised.

Regarding the “Resolution on facial recognition
technology” the GPA arising some concerns, high-
lights “that facial recognition technology has the capa-
bility to enable widespread surveillance, to be highly
intrusive, provide biased results, and erode data pro-
tection, privacy and human rights, which in turn re-
duces trust and confidence in its use.”.

Thus, in this resolution, the GPA reiterates the
importance of “data protection by design and by de-
fault” principles, pointing on some general statements
to take into account.

3. THE EUROPEAN LEGAL
FRAMEWORK ON DATA
PROTECTION AND PRIVACY

It is necessary to briefly describe the European legal
framework on the protection of natural persons with
regard to the processing of personal data.

In Europe, firstly, we mention the Charter of Fun-
damental Rights of the European Union [24] which
state the right to privacy (Article 7) and the right to
the protection of personal data concerning him or her
(Article 8).

Furthermore, we mention the Convention 108 [25],
which has been modernized in 2018 [26].

Finally, we mention the EU Regulation 2016,/679
on the protection of natural persons with regard to
the processing of personal data and on the free move-
ment of such data, and repealing Directive 95/46 /EC
(General Data Protection Regulation) [27].

The legislations, as mentioned above, are the main
three pillars in Europe.
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4. THE DATA PROTECTION AND
PRIVACY RELATIONSHIPS MODEL
(DAPPREMO)

In our latest book [29], we described the Data
Protection and Privacy Relationships Model
(DAPPREMO).

The proposed model is based on set theory, where
each area (e.g. privacy, personal data protection, In-
ternet of Things, Public Administration sectors, pri-
vate sectors, etc.) constitutes a set, and that is a
domain. In everyday activities, there are always rela-
tionships between areas or domains. Indeed, the “pro-
tection of personal data” (which is a domain) has a
relationship - for example - with that of a specific Pub-
lica Administration sector, or an IoT ecosystem, or a
private sector. The model assumes greater complexity
where the relationships between domains increase and
may even tend to infinity.

The aim is to demonstrate that the application of
this model, allowing a much broader view of the phe-
nomena, allows a more precise evaluation of domains
and individual relationships. As a result, there are,
undoubtedly, beneficial effects for the entire system of
analysis and especially concerning subjective profiles
as will be illustrated later.

The activities carried out daily both for work, and
personal needs are part (processes) of the system of
the reality in which we live.

However, very often, activities and related processes
are not correctly observed due to a short-sighted two-
dimensional vision that is entirely reductive. The use
of the most modern technological solutions has al-
lowed us to see the so-called “augmented reality”, i.e.
multidimensional contexts. Therefore, if we observed
phenomena not on a two-dimensional plane but a
three-dimensional or multidimensional one, we would
have the possibility to perceive with greater precision
any component.

Our study observed that the system of relations
we described could find some similarities with a com-
plex structure, borrowed from advanced mathemat-
ics, known as the “fiber bundle set”. In this way, that
model would seem to account for the interactions and
connections that occur both between individual ele-
ments and between sets of elements.

We consider the model like a first and innovative
approach, still under development, to a mathematical
interpretation of the multidimensional interrelational
framework. However, our model seems to have the
merit of providing a unifying and abstract vision to a
scenario of high complexity, such as the one on which
we intend to focus our study investigation.
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The complexity of the “fiber bundle” makes its de-
scription not simple. Still, we can illustrate it as a
brush (see figure below) where the shaft represents, in
our case, the data protection set, and the individual
bristles constitute the relationships and connections
between sets and objects of each other set.

The complexity of the model, at times, can make
the dynamic aspect escape and lose sight of it, leaving
space to focus only on the static part of the core that
corresponds to the regulations in force. The regula-
tory discipline is not and cannot be an end in itself.
Still, we must evaluate it as a contributing element to
analysing a complex and dynamic context.

The ecosystem data protection attributes are nu-
merous and, some precise and identified, and others
indefinite and indeterminable. There is undoubtedly
ethics among the specific fundamental objects, which
is a crucial and essential element for the analysis of
every single scenario. Ethics can seem an exogenous
factor, extraneous to the set of rules governing the
matter of the protection of personal data. In real-
ity, this is not the case because the reference to ethics
emerges from the principles of the whole body of rules.
Thus, ethics is very close to the effects of the other el-
ements of the whole (the legal norms) in terms of the
same characteristic property that unites them.

The proposed model, which is called DAPPREMO,
acronym of Data Protection Relationships Model, can
be expressed mathematically through the concept of
equivalence relationships.

5. THE RELATIONSHIP BETWEEN
NEUROSCIENCE AND PRIVACY

The field of neuroscience is vast and complex.

We do not intend to delve into neuroscience, but
only to assess, according to the Regulation UE
2016/679 (GDPR) [27] and the legislation as men-
tioned above, what impact the technologies used have
on personal data and thus on individuals.

There is copious scientific literature on neuroscience
and privacy, but our approach also intends to consider
some aspects deriving from the analysis of people’s
behavior.

We know that sometimes scientists are using Artifi-
cial Intelligence and high-level technologies to deepen
the effects of their studies on humans and their brains
in the neuroscience domain. We also know that some
laboratory carried out experiments on animals us-
ing high-level technologies and artificial intelligence
to deepen the brain reaction [28].

Thus, it is clear that scientific research into the neu-
roscience domain is making use more and more artifi-
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cial intelligence and the most innovative technologies
to carry out experiments aiming to discover something
of the most profound and intimate of the human be-
ing.

What are the human brain’s reactions?

Do we know, or can we forecast the human brain’s
reactions?

These questions are both crucial and eloquent at the
same time, also without any answer. Is there a limit
to the science (in this case, neuroscience) to the use of
artificial intelligence and high-technologies when the
purposes are private investigations?

Undoubtedly, an approach only technological-based
does not consider other aspects especially related to
the human being.

It is fundamental always to guarantee a natural per-
son his or her right to have full control over any possi-
ble decision, especially in data protection, underlining
that the consent has to be freely and unconditionally
given.

People should know in advance what are the pur-
poses for which in researches scientists use high-
technologies to carry out results and especially
whether there are analysis and investigations (more or
less deep) on intimate human aspects. People should
take into account the impact on data protection and
privacy of technologies used in the neuroscience to an-
alyze human behavior in general, considering different
degrees of invasiveness and hence how much they can
affect human behavior and decisions.

What about human dignity when technologies com-
promise people’s decisions and consents?

In fact, the DAPPREMO approach effectively al-
lows us to achieve the necessary instrument-keys to
qualify the scenario and find the most valuable legal
solution.

Indeed, it is well-known that privacy and the pro-
tection of personal data are two different aspects, so
much so that, in Europe, each one constitutes funda-
mental rights.

Therefore, technologies used in neuroscience may
affect both privacy and the protection of individuals
with regard to the processing of personal data.

In their daily lives, human beings communicate and
behave differently depending on the situations they
find themselves in.

Hence, considering people’s everyday context, it
emerges that the brain induces a particular type of
verbal communication in each person depending on
the context in which they find themselves. Similarly,
non-verbal communication, i.e., which each individual
expresses with his or her body, should not be under-
estimated.
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These brief considerations are well-known in the
field of neurolinguistic programming (NLP).

We believe that there might be severe impacts on
the privacy and protection of individuals’ personal
data only from the analysis of their behavior accord-
ing to the NLP. However, apart from the NLP, there
are other aspects related to clinical or laboratory in-
vestigations such as, for instance, magnetic resonance
(MRI) and functional magnetic resonance imaging
(MRIf) which are much more invasive for privacy and
personal data protection.

With NLP, for example, it would be possible to
analyze the behavior of people who, if affected by
a disease, would act differently from those who are
not affected. The mentioned scenario poses privacy
and data protection problems for sensitive informa-
tion that needs to be adequately protected, even out-
side the medical context.

In essence, the human brain’s impulses would be
useful for identifying intimate aspects belonging to the
human person.

In the light of this, it is clear that high technologies
in neuroscience can lead to the not tricky situation
of interfering with the most intimate aspects of a hu-
man being and even influencing their behavior or even
revealing what a person is thinking.

We know that experiments have been done on some
animals basically to understand their thinking, but it
is extraordinarily worrying if scientists were applying
those researches to humans.

We should also consider that neuroscience is not
exempt from Ethics, one of the crucial aspects not
expressly mentioned in the European legislation.

We also have to take into account the relationships
between Ethics and Artificial Intelligence. Indeed, it
is challenging (impossible?) to develop an algorithm
with instructions with ethical connotations.

We also have to take into account the relationships
between Ethics and Artificial Intelligence. Indeed, it is
challenging (impossible?) to develop an algorithm to
execute ethics instructions (good or bad) and produce
a correct output without any biases.

Indeed, it is well-known that one of the main risks
in Artificial Intelligence is bias because it is an unpre-
dictable and uncontrollable element and also strictly
related to the human being: it is a variable. For these
reasons, it does not allow to have a final secure and
specific result.

We could have consequences by compromising in-
timate human components and, undoubtedly, the in-
fringement of the data protection and privacy laws for
unlawful processing.

The above brief considerations, for which we reserve
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the right to go into further detail, constitute a mini-
mum requirement for assessing European data protec-
tion legislation compliance.

The European legislation (the GDPR, Convention
108 and the Charter of Fundamental Rights of the
European Union) protects natural persons with regard
to the processing of personal data and consequently
human dignity.

It is not allowed to compromise human dignity as
the highest value, also when - albeit for scientific rea-
sons - investigations are conducted that may present
risks to data subjects’ fundamental rights and free-
doms.

6. CONCLUSIONS

It would be a mistake to impede technological evolu-
tion and interfere with the development of technical
solutions.

It is not even possible to think of separating tech-
nologies from our daily lives. We live in symbiosis
with technologies and cannot do without them.

Real-life is almost overlapping with virtual life, es-
pecially since the COVID19 pandemic was declared,
as we have been forced to make greater use of the
available technologies.

Indeed, the supply of digital services has increased.

Nevertheless, we cannot disregard data protection
rules.

As we have made clear, there are other aspects that
we very often do not take into account when analyzing
reality, and that is why we have proposed an approach
based on the model called DAPPREMO.

In conclusion, the technologies used in neuroscience
and the scientific studies that are carried out must
not disregard privacy and the protection of individuals
with regard to the processing of personal data.

Neural data are personal data and, as they are bio-
metric data, subject to a specific legal framework.

We should not allow too invasive investigations into
the human brain, which cannot be controlled by the
person concerned, and which even have an impact on
thinking.

The results would be dramatic if we only thought
of artificial intelligence-based systems that could un-
derstand what a human being is thinking.
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